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 چکیده:

 یا فرد یک واناییت ارزیابی برای اعتباری، کارت هایشرکت یا هابانک مانند دهندگان، تسهیلات توسط که است فرایندی اعتباری بندیرتبه

 پرداخت، ابقهس جمله از مختلفی عوامل ارزیابی طریق از پرداخت توانایی ارزیابی. شودمی استفاده اعتباری تسهیلات پرداخت در کار و کسب

 با که دارند جودو اعتباری بندیرتبه برای مختلفی هایمدل. گیردمی انجام مصرفی اعتبار نوع و اعتباری سابقه زمان مدت اعتبار، از استفاده

 دقت به توجه با شتریانم اعتباری بندیرتبه حوزه در عمیق یادگیری از استفاده. کنندمی محاسبه را اعتباری امتیاز پیچیده، هایالگوریتم از استفاده

 دارد، که فراموشی لایه به توجه با  LSTM عمیق عصبی شبکه میان، این در. است داشته حوزه این به مربوط ادبیات در ایفزاینده رشد آن بالای

 عمیق ادگیریی مدل یک پژوهش، این در. دارد مشابه عصبی هایشبکه به نسبت قوی بسیار یادگیری نتیجه در و بوده مدت بلند حافظه دارای

 و پارامترها همزمان سازیبهینه و( Ensemble Learning) جمعی یادگیری پایه بر که است شده ارائه بانک مشتریان اعتباری بندیرتبه برای یکپارچه

 و AdaBoost، Bagging، Random Forest الگوریتم چهار پیشنهادی مدل در. است شده طراحی( GA) ژنتیک الگوریتم از استفاده با ویژگی انتخاب

LSTM سه ویر بر پیشنهادی مدل عملکرد ارزیابی. شوندمی ادغام خطی وزنی ترکیب وسیله به هاآن هایخروجی و کرده عمل مستقل طوربه 

 ،(Precision) صحت ،(ACC) دقت نظر از توجهی قابل بهبود روش پیشنهادی، که دهدمی نشان آلمان و استرالیا ایران، از استاندارد داده مجموعه

 2225 تا 2223 هایسال در پیشین مطالعات با مقایسه در نتایج دهداینمی ارائه( MC) بندیطبقه خطاهای کاهش و F1 شاخص ،(Recall) فراخوانی

 ده و زمینهش بازپرداخت عدم با مرتبط هایریسک کاهش و اعتباری هایگیریتصمیم بهبود در پیشنهادی مدل بالای پتانسیل دهندهنشان

 سازد.ا را فراهم میهپایداری مالی برای بانک

 پایداری مالی -الگوریتم ژنتیک -گروهی یادگیری -LSTM شبکه -عمیق یادگیری -اعتباری بندیرتبه: های کلیدیواژه
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Cost-Sensitive Deep Learning for Credit Scoring: A Framework of Optimal Weighted Ensemble with Heterogeneous Algorithms 

Abstract: 

Credit rating is a process used by lenders, such as banks or credit card companies, to assess the ability of an individual or business to repay credit 

facilities. This assessment is conducted by evaluating various factors, including payment history, credit utilization, credit history length, and the types of 

credit used. Several models exist for credit rating, which employ complex algorithms to calculate credit scores. The application of deep learning in 

customer credit rating has witnessed significant growth in the related literature due to its high accuracy. Among deep learning models, the Long Short-

Term Memory (LSTM) neural network, due to its forget gate mechanism, possesses long-term memory capabilities and consequently exhibits stronger 

learning performance compared to similar neural networks. 

In this study, an integrated deep learning model for customer credit rating in the banking sector is proposed, designed based on ensemble learning and 

simultaneous parameter optimization and feature selection using the Genetic Algorithm (GA). In the proposed model, four algorithms—AdaBoost, 

Bagging, Random Forest, and LSTM—operate independently, and their outputs are combined using a weighted linear aggregation approach. The model's 

performance evaluation on three benchmark datasets from Iran, Australia, and Germany demonstrates significant improvements in accuracy (ACC), 

precision, recall, F1-score, and reduced misclassification errors (MC). Compared to previous studies conducted between 2023 and 2025, the proposed 

model exhibits substantial potential for enhancing credit decision-making and mitigating risks associated with loan defaults, thereby contributing to 

financial sustainability for banks. 

Keywords: Credit rating, deep learning, LSTM network, ensemble learning, genetic algorithm, financial sustainability.  

 مقدمه

 رشد در یاتیح نقشی تجاری، و تولیدی هایفعالیت به آنها تخصیص و اندازهاپس تجهیز با اقتصاد، محرکه موتور عنوان به هابانک

 ازپرداختب عدم احتمال از ناشی که ریسکی است؛ خورده گره اعتباری ریسک با هافعالیت این ذات اما. کنندمی ایفا اقتصادی

 را مالی ظامن کل ثبات بلکه دهد،می کاهش را بانکها سودآوری تنها نه تحقق، صورت در و است گیرندگانوام توسط تسهیلات

 ینا مدیریت در شکست و دهدمی تشکیل مطالبات را هابانک هایدارایی عمده بخش که دهدمی نشان مطالعات. کندمی تهدید

 با بازل کمیته چالش، این به پاسخ در(. 221۲ ،1داس) بینجامد ورشکستگی حتی و سهام صاحبان حقوق کاهش به تواندمی هادارایی

 با ،21 قرن آغازین هایسال در II بازل توافقنامه. کرد ایجاد اعتباری ریسک مدیریت در اساسی تحولی نظارتی، چارچوبهای ارائه

 اعتباری بندیرتبه به را آن و کرد خارج یکسان و ثابت حالت از را هابانک ایسرمایه الزامات ،«ریسک به حساسیت» بر تأکید

 ریسک ارزیابی ایبر اصلی روش دو از تا کرد ملزم را هابانک توافقنامه، این. ساخت وابسته هابانک اعتباری پرتفوی و گیرندگانوام

 سرمایه که بود نای هدف. تاریخی هایداده بر مبتنی داخلی هایمدل توسعه یا اعتباری بندیرتبه مؤسسات از استفاده د:کنن استفاده

 (.222۲ ،2لاندو) باشد وام هر ریسک سطح با متناسب بلکه ها،فعالیت حجم با متناسب تنها نه ها،بانک توسط شده نگهداری

 اعتباری ازدهیامتی هایسیستم ابزارها، کارآمدترین از یکی داد؟ کاهش عملیاتی صورت به را اعتباری ریسک توانمی چگونه اما

 را نکول تمالاح شغلی، ثبات و دارایی، به بدهی نسبت درآمد، مشتری، مالی سابقه مانند کمی و کیفی عوامل تحلیل با که است

 تا نددهمی اجازه هابانک به کمی، متغیر یک به ریسک تبدیل با هاسیستم این. (1423پور و همکاران، جیحونی) کندمی بینیپیش
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 استفاده که است آن از حاکی شهاپژوه. کنند تعیین ریسک سطح با متناسب را هاوام سود نرخ و کرده شناسایی را پرریسک مشتریان

 (.2213 همکاران، و 1توماس) کاهدمی معوقه مطالبات از ناشی هایهزینه از درصد 32 تا هاروش این از

 هایبحران و پیچیده، مالی هاینوآوری ها،فعالیت شدن المللیبین مانند هاییچالش با هابانک که امروز جهان در حال، این با

 داد نشان که بود بارزی نمونه 222۲ مالی بحران. است پویاتر رویکردی نیازمند اعتباری ریسک مدیریت هستند، روروبه غیرمنتظره

 این از. بخورند تشکس توانندمی «سیستماتیک ریسک» و اقتصادی کلان عوامل به توجهیبی صورت در نیز پیشرفته هایمدل حتی

 و پولی، هاییاستس اقتصادی، روندهای تحلیل با بلکه کنند،می تمرکز گیرندگانوام فردی بندیرتبه بر تنها نه امروزه هابانک رو،

 .(13۲7 ،محرابیندری و )ددارن نوظهور هایریسک بینیپیش در سعی ژئوپلیتیک، تحولات حتی

 هایفناوری ،(II بازل مانند) هوشمند مقررات از ترکیبی که دانست چندبعدی و مستمر فرایندی باید را اعتباری ریسک مدیریت

و پایداری  تثبا حفظ بر علاوه حوزه، این در موفقیت. طلبدمی را مالی نوین الگوهای و ،(امتیازدهی در مصنوعی هوش مانند) تحلیلی

 پایدار عهتوس پیشران نهادهای عنوان به هابانک نقش تقویت و مالی، تأمین هایهزینه کاهش گذاران،سرمایه جذب به ها،بانک مالی

 د.انجاممی

 جمله از متنوعی هایروش از استفاده با اعتباری، ریسک مدیریت کلیدی ابزارهای از یکی عنوان به مشتریان اعتباری بندیرتبه

 هاروش این از یک هر. شودمی انجام هیبریدی هایروش و عاملی، تحلیل بیزی، هایروش یادگیری، ماشین ژنتیک، هایالگوریتم

 خیر،ا هایسال در. هستند هاداده ماهیت و سازمانی شرایط بر مبتنی هوشمندانه انتخاب نیازمند خود، خاص هایمحدودیت و مزایا با

 هایداده لیلتح در تحولی عمیق، مصنوعی عصبی هایشبکه از استفاده با مصنوعی، هوش از ایزیرمجموعه عنوان به عمیق یادگیری

 نیبیپیش امکان ورودی، هایداده از ارزشمند هایویژگی خودکار استخراج با روش این. است کرده ایجاد غیرخطی و پیچیده

     .(2221 همکاران، و 2گونارسون) دهدمی کاهش را متغیرها دستی تعریف به نیاز و کندمی فراهم را اعتباری ریسک تردقیق

 هایمعماری از پیشرفته هایینمونه عنوان به )LSTM (4بلندمدتـ  کوتاه حافظه هایشبکه و( RNN) 3بازگشتی عمیق عصبی هایشبکه

 ها،داده بین زمانی هایوابستگی حفظ با RNNد. دارن زمانی و ایدنباله هایداده پردازش در فردیمنحصربه توانایی عمیق، یادگیری

 اتاطلاع فراموشی مشکل حال، این با. کندمی فراهم را زمان طول در مشتریان مالی رفتار مانند پویا الگوهای سازیمدل امکان

 حیاتی اطلاعات بازیابی و ذخیره امکان ،(ها5گیت) ایدروازه واحدهای از استفاده با که شد LSTM توسعه به منجر RNN در بلندمدت

 مانیز ویژه به است، کرده تبدیل اعتباری بندیرتبه در کارآمد ابزاری به را  LSTM قابلیت، این. دارد را ترطولانی زمانی هایبازه در

 ،6شو و دو) کنندیم ایفا ریسک بینیپیش در کلیدی نقش( مشتری هایپرداخت سابقه مانند) هاداده در پنهان زمانی هایوابستگی که

2222.) 

 داده ساختار به وابستگی اما دهند، نشان هادادهمجموعه برخی در بالایی دقت توانندمی تنهایی به عمیق یادگیری هایمدل اگرچه

 لاسیفایرک یک مثال، برای. آنهاست اصلی هایچالش از( اعتباری ریسک نامتوازن هایداده مانند) هاکلاس تعادل عدم به حساسیت و

 از کمتر نکول هاینمونه که) نامتوازن هایداده در اما باشد، داشته عالی عملکردی متوازن هایداده در است ممکن LSTM بر مبتنی

 مؤثر راهکاری عنوان به 7گروهی یادگیری مشکل، این حل برای. کند سوگیری اکثریت کلاس سمت به( هستند سالم مشتریان
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 دقت بهبود برای تصمیم درخت یا کانولوشنی، هایشبکه ،LSTM مانند پایه مدل چندین از ترکیبی روش، این در .است شده پیشنهاد

 (.2222 همکاران، و 1آلاراج) شوندمی استفاده خطا واریانس کاهش و

 شده ستفادها هزینه به حساس گروهی عمیق یادگیری از ایرانی، بانک یک مشتریان اعتباری بندیرتبه هدف با پژوهش، این در

 د:دار اصلی مرحله دو پیشنهادی چارچوب این. شودمی سازیهینه( GA) ژنتیک الگوریتم با یکپارچه صورت به که است

 یبده نسبت و اعتباری، سابقه درآمد، سن، مانند) خام هایداده از کلیدی متغیرهای ،GA از استفاده با ه:بهین ویژگی انتخابی .1

 د.شو حذف نویز و یابد کاهش داده ابعاد تا شوندمی استخراج( دارایی به

 توسط شدهبهینه هایوزن با( RF) 2و جنگل تصادفی LSTM، AdaBoost، Baggingل ام)ش پایه هایمدل :هامدل وزنی ترکیب .2

GA  د.شو تولید بالاتر دقت با گروهی خروجی یک تا شوندمی ترکیب 

 واقعی هایداده همچنین و( آلمان نامتوازن و استرالیا متوازن هایداده) UCI بنچمارک داده مجموعه دو از مدل، ارزیابی برای

 و ،TensorFlow، Keras هایکتابخانه و پایتون محیط، از مدل سازیپیادهبه منظور . است شده استفاده ایرانی بانک یک مشتریان

Scikit-learn شود.استفاده می 
 

 ادبیات و پیشینه تحقیق .1

 و مالی وسساتم حیاتی و بنیادین وظایف از یکی عنوان به مشتریان اعتبار دقیق ارزیابی بانکداری، و مالی مدیریت دنیای در

 موسسات و هاکبان به ها،بدهی بازپرداخت احتمال و ریسک عوامل دقیق تحلیل با اعتباری بندیرتبه فرآیند است؛ مطرح اعتباری

 در را یپایدار رشد و سودآوری هایاستراتژی بتوانند تسهیلات، اعطای از ناشی هایریسک کاهش با تا کندمی کمک اعتباری

 شود،می نجاما مشتریان اقتصادی و مالی شرایط و گذشته هایداده بررسی پایه بر که ارزیابی، این. گیرند کار به خود هایفعالیت

 کلیدی ابزاری نوانع به و آوردمی فراهم را هابدهی بازپرداخت توانایی به نسبت تردقیق بینیپیش و رفتاری الگوهای شناسایی امکان

 یکی ود،خ مالی تعهدات انجام در مشتریان توانایی عدم احتمال معنای به اعتباری، ریسک .است مطرح اعتباری ریسک مدیریت در

 تواندمی ریسک این اند،کرده بیان( 2223) همکاران و 3باتاچاریا که همانطور. شودمی محسوب مالی حوزه در اساسی هایچالش از

 مانند متعددی هایشرو و ابزارها از مالی موسسات دلیل، همین به باشد؛ داشته بانکی هایسیستم پایداری بر ایگسترده منفی تأثیرات

. گیرندمی هرهب اعتباری هایبیمه از استفاده و هاوام سبد به بخشیتنوع ریسک، محدودسازی هایسیاست تنظیم اعتبار، ارزیابی

 ارهاش اعتباری ریسک اصلی منبع عنوان به تسهیلات اعطای مهم نقش به نیز( 2213 ،4روتوفسکی و بلکی) بال کمیته هایگزارش

 مشتقه ایابزاره و اوراق ارزش در عمده تغییرات باعث توانندمی مشتریان، بازپرداخت شرایط نوسان صورت در تسهیلات این دارند؛

 .است تأثیرگذار بانکی سیستم سلامت بر مستقیماً امر این که شوند

. است شده مگیرچش تحولاتی دستخوش اعتباری بندیرتبه روند ای،رایانه هایسیستم و اطلاعاتی نوین هایفناوری پیشرفت با

 هایتحلیل از گیریبهره با امروزه شد،می امتیازدهی در پیچیدگی ایجاد موجب پراکنده و متنوع ارزیابی هایسیستم که گذشته در

 موجب تحولات این. است آمده فراهم تردقیق بینیپیش هایمدل ایجاد امکان هوشمند، هایالگوریتم و بزرگ هایداده پیشرفته،

 نیز احتمالی هایکریس زودهنگام شناسایی و آینده رفتارهای بینیپیش توانایی مشتریان، کنونی وضعیت ارزیابی بر علاوه تا شده

 هابدهی و هاارایید وضعیت اعتباری، سوابق پرداخت، تاریخچه نظیر معیارهایی بررسی بر علاوه امروزه دیگر، عبارتی به. یابد بهبود

 گیرندیم قرار توجه مورد کلان اقتصادی هایشاخص حتی و مصرفی الگوهای شغلی، ثبات مانند دیگری عوامل ثابت، درآمدهای و
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 بندیرتبه سو یک از: شوندمی مندبهره صورت دو به امتیازدهی هایمدل از هابانک و مالی مؤسسات .(2224و همکاران،  1)کان

 داخلی بندیبهرت دیگر سوی از و شودمی ارائه مودیز و فیچ پورز، اند استاندارد مانند المللیبین معتبر هایسازمان توسط که خارجی

 بندیرتبه ورزپ اند استاندارد موسسه میان، این در. گرددمی تنظیم بانک هر خاص هایسیاست و اختصاصی هایسیستم اساس بر که

 این یز،مود موسسه دیدگاه از و کرده تعریف ریسک عوامل مبنای بر بدهکار یک اعتبار درباره نظر اظهار عنوان به را اعتباری

و همکاران،  3اونگ؛ 1۲۲3 ،2استوسکی و مون) است سود و اصل موقع به بازپرداخت در بدهکار آینده توانایی بیانگر امتیازدهی

2225.) 

 شود،می گرفته ارک به مشتریان نکول احتمال بینیپیش جهت ابزاری عنوان به تنها نه اعتباری ریسک مدیریت دیگر، سویی از

 زمینه این در کلان سیاست دسته سه( 221۲) 4راجالکسیمی و احمد. دارد مؤثری نقش نیز مدیریتی کلان هایسیاست تعیین در بلکه

 است؛ نتخبم مشتریان به تسهیلات اعطای بر تمرکز شامل که اعتباری ریسک کاهش یا محدودسازی هایسیاست د:انکرده معرفی

 هایسیاست و شود؛می سنجیده هاوام پرتفوی وصول توانایی هاآن کمک به که مستمر هایارزیابی و هادارایی بندیطبقه هایسیاست

. ارندد احتمالی خسارات کاهش یا حذف در تلاش مناسب، مدیریتی اختیارات اعطای و محتاطانه اقدامات طریق از که زیان کاهش

 و وساناتن با مقابله برای مستحکم چارچوبی ها،بانک اعتبار و سرمایه بر نظارتی مقامات دقیق نظارت همراه به رویکردها این

 (.2222 ،5لاهیرچی و نائیلی) کنندمی فراهم احتمالی هایبحران

 هب دسترسی و فناوری هایپیشرفت واسطه به زمان گذر با و شده آغاز میلادی 1۲52 دهه از اعتباری بندیرتبه هایسیستم توسعه

 به و بنچمارک هایداده از استفاده بین، این در. باشند داشته اعتباری هایگیریتصمیم در اساسی نقش اندتوانسته تر،دقیق هایداده

 بینیپیش به قادر لیمد هیچ همچنان که هرچند است؛ نموده شایانی کمک هابینیپیش دقت بهبود به پیشرفته هایالگوریتم کارگیری

 و مدیریتی جربیاتت با آماری هایتحلیل ترکیب بنابراین،. نیست اقتصادی متغیر شرایط در مشتریان رفتار اشتباه بدون و کامل

 به نهایت در چندبعدی و جامع رویکرد این. شودمی محسوب اعتباری ریسک مدیریت در اساسی الزامات از پیوسته هاینظارت

 زمینه ،بازپرداخت عدم از ناشی هایریسک کاهش با که چرا کند،می کمک کلان اقتصاد سلامت تأمین و هابانک پایداری حفظ

  .(2224و همکاران،  6)آدی آیدمی فراهم اقتصادی هایگذاریسرمایه افزایش و مالی سیستم در اعتماد ایجاد

بندی اعتباری به عنوان یکی از ارکان اساسی در تحلیل ریسک اعتباری مشتریان، در طول سالیان متمادی دستخوش فرآیند رتبه

گرفتند؛ ابی اعتبار مشتریان از رویکردهای سنتی و تجربی بهره میها برای ارزیتحول و تکامل عمیقی شده است. در دوران اولیه، بانک

شد. با رشد گیری بر اساس روابط شخصی و اعتماد متقابل از اصول بنیادین در تعیین اعتبار محسوب میبه عبارت دیگر، تصمیم

یش احساس تر بیش از پو علمی ترهای مدلسازی دقیقصنعت بانکی و افزایش پیچیدگی معاملات مالی، ضرورت به کارگیری روش

 (. 2225، 7جوشیهای آماری مبتنی بر اصول ریاضی و احتمالات معرفی شدند )گردید؛ به همین منظور، در این دوره برخی مدل

د آورد. بندی اعتباری را به وجوهای رتبههای نوین محاسباتی و افزایش توان پردازشی کامپیوترها موج جدیدی از روشورود فناوری

های گیری مطرح شدند که توانستند با ارائه تحلیلهای تصمیمهای عصبی مصنوعی و درختدر این راستا، ابزارهایی مانند شبکه

بندی اعتباری آغاز شد؛ های یادگیری ماشین در رتبهبه بعد، کاربرد روش 1۲۲2ی تجربی گردند. از دهه هاتر، جایگزین روشدقیق
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و  2222های نخست در این مسیر به کار گرفته شدند. ورود به دهه های عصبی به عنوان گامو انواع شبکه SVM هایی نظیرالگوریتم

سازی ها قادر به مدلرا فراهم ساخت؛ این شبکه LSTM های عصبی عمیق مانندبکههای یادگیری عمیق، امکان استفاده از شظهور روش

 .(2214، 1های بزرگ و متنوع هستند )موفو و موکوسراو استخراج الگوهای پیچیده از داده

، به عنوان های مدلسازی پیشرفتهو سایر روش LSTM های عصبی بازگشتی مانندهای یادگیری عمیق به ویژه شبکهامروزه، تکنیک

اسی ها با دقت بالا در شناسایی الگوهای نهفته و پیچیده، نقش اسشوند. این روشبندی اعتباری شناخته میابزارهای قدرتمندی در رتبه

بر  کنند. از سوی دیگر، رویکردهای فراابتکاری که مبتنیدر بهبود ارزیابی اعتبار مشتریان و مدیریت ریسک اعتباری ایفا می

ستجوی تصادفی هستند، با ترکیب چندین مدل و الگوریتم در جهای شبههای تکاملی، ژنتیک، جستجوی همزمان و الگوریتمالگوریتم

ق بهتر با ها شامل دقت بالاتر، تطبیبندی را افزایش دهند. مزایای این روشاند دقت و کارایی فرآیند رتبههای بهینه، توانستهپاسخ

ردها به بهبود گیری از این رویکباشد؛ به عبارتی، بهرهسازی مؤثر پارامترها میقاومت در برابر نویز و بهینههای پیچیده و متنوع، مداده

 .(2223و همکاران،  2شود )المفتیهای مرتبط با ریسک اعتباری منجر میگیریتصمیم

اری بینی ریسک اعتبدقت پیش بندی اعتباری با هدف بهبودهای متعددی در حوزه رتبهدر طول چند دهه گذشته، پژوهش

توانستند با دستیابی به  (ANFIS) فازیـ  رفیعی با به کارگیری مدل عصبی، اخباری و مخاطب13۲۲مشتریان انجام شده است. در سال 

های ترکیبی در تحلیل ریسک بردارند )اخباری و ، گامی ابتدایی در جهت استفاده از روش«درصد 36/6۲»بندی دقت طبقه

، دادمحمدی و احمدی از شبکه عصبی با تابع محرک شعاعی استفاده 13۲2(. به دنبال این مطالعه، در سال 13۲۲رفیعی، مخاطب

(. در همان سال، 13۲2باشد )دادمحمدی و احمدی، بینی دقیق رفتار مشتریان میکردند که نتایج نشان داد این روش قادر به پیش

از دقت مشابهی  طور نسبی، شبکه عصبی و الگوریتم ژنتیک به دست آورد که این سه روش بهاسراری با مقایسه رگرسیون لاجیت

الگوریتم  13۲4در ادامه، مهدوی و حری در سال . (13۲2بینی ریسک اعتباری مشتریان حقیقی برخوردارند )اسراری، در پیش

یشنهادی در ونی مورچگان را ارائه دادند که سیستم پفراابتکاری و هیبریدی چند معیاره مبتنی بر ترکیب شبکه عصبی فازی و کل

شاهد  13۲5(. سال 13۲4از موارد قادر به ارائه تخمین صحیح نسبت به رتبه اعتباری مشتریان بود )مهدوی و حری، « درصد 67/۲۲»

تری الگوریتم هنده بردمحمدی بود که از ترکیب الگوریتم ژنتیک و رگرسیون لجستیک بهره برد و نتایج نشانای از گلمطالعه

الگوریتم فراابتکاری  13۲6باغی و رجبی بهجت در سال (. همچنین، کوچه13۲5محمدی، ژنتیک در این ترکیب گردید )گل

، نشان از توان بالای این الگوریتم در فرایند F-Score جستجوی گرانشی باینری را معرفی کردند؛ نتایج این مطالعه از منظر معیار

 بندی ترکیبی پویا و احتمال نرمتکنیک طبقه 13۲7بین و پویانفر در سال پاک(. 13۲6باغی و رجبی بهجت، شت )کوچهبندی داطبقه

(DECSP) های این تحقیق حاکی از آن بود که روشرا پیشنهاد کردند؛ یافته DECSP  های کلاسیکی مانندنسبت به الگوریتم  KNN ،

ANN ،درخت تصمیم ،SVM  و AdaBoost آقایی و همکاران ، نظر13۲۲(. در سال 13۲7بین و پویانفر، لکرد به مراتب بهتری دارد )پاکعم

رآمد های عصبی، درخت تصمیم فازی و بگینگ، به اهمیت عوامل دکارگیری رویکرد یادگیری گروهی از طریق ترکیب شبکهبا به

ت ن دادند استفاده از درخت تصمیم فازی همراه با بگینگ دقهای مالی در تعیین ریسک اعتباری پی بردند و همچنین نشاو تراکنش

(. همان سال، حسامی با استفاده از روش یادگیری عمیق به این نتیجه رسید 13۲۲آقایی و همکاران، دهد )نظربندی را افزایش میطبقه

 (.13۲۲تواند به کاهش ریسک عدم پرداخت بدهی مشتریان منجر شود )حسامی، که این رویکرد می

تر همچون یادگیری گروهی و بهبود یافته نیز مورد توجه قرار گرفت؛ ابتیاع و همکاران های پیشرفتهبا گذر زمان، کاربرد روش

این روش از  های بانک پاسارگاد ثابت کردند کهبا استفاده از یادگیری گروهی مبتنی بر ماشین بردار پشتیبان بر داده 1422در سال 

، خانجانی و همکاران به کاربرد 1422(. در سال 1422و جنگل تصادفی برتری دارد )ابتیاع و همکاران،  SVM های معمولیروش
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اعتباری  بندیهای رتبهگیری مدلهای یادگیری عمیق، در بهبود دقت و کیفیت تصمیمگسترده هوش مصنوعی، به ویژه روش

  (. 1422دگیری ماشین عملکرد بهتری دارند )خانجانی و همکاران، های سنتی یاها نسبت به روشپرداختند و نشان دادند این روش

ل، آبلان و اند. به عنوان مثاپرداختهیادگیری جمعی  هایاز سوی دیگر، در مقطع زمانی بعدی، مطالعاتی نیز به استفاده از تکنیک

باری بندی اعتبندی در رتبهزایش دقت طبقهگیری به افدر چند مدل درخت تصمیم  Baggingکارگیری طرحبا به 2214مانتاس در سال 

را  )BNMI (روش مبتنی بر شبکه بیزی و اطلاعات متقابل 2215در سال و همکاران  2(. ژوانگ2214، 1دست یافتند )آبلان و مانتاس

، و همکاران ژوانگ)بندی را بهبود بخشند گیری وابستگی متغیرهای تصادفی، توانستند کارایی طبقهپیشنهاد کردند که با اندازه

2215). 

اثبات کردند ( DEA-DAی )ها و تحلیل افتراقکارگیری ترکیب تحلیل پوششی دادهگلشنی، باقرزاده و داودی در همان سال با به 

داودی، اقرزاده و باشد )گلشنی، بهای ایرانی میکننده وام در بانکبندی با دقت بالا مشتریان دریافتکه روش پیشنهادی قادر به دسته

های مختلف پرداختند؛ آتیگری، پای و پای نشان دادند که در مقایسه بین ، مطالعاتی نیز به مقایسه میان روش2217در سال . (2216

(. 2217 و همکاران، 3دهد )آتیگریرگرسیون لجستیک و شبکه عصبی، روش رگرسیون لجستیک عملکرد بهتری از خود ارائه می

و درخت  )MLP (، شبکه عصبی چندلایه پرسپترون )LDA(با مقایسه تجزیه و تحلیل خطی افتراقی 4ندر همین سال، التر و یاسی

(. 2217باشد )التر و یاسین، و کمترین میزان خطا را دارا می (ACC) بالاترین دقت MLP به این نتیجه رسیدند که مدل CART گیریتصمیم

نشان دادند که این روش نسبت به  Mead-Nelder سیون لجستیک با الگوریتمسازی روش رگربا بهینه 5همچنین، ستوریسنو و هالیم

روش ترکیبی رگرسیون  221۲در سال  6دومیتروسکو(. 2217رگرسیون لجستیک کلاسیک کارایی بهتری دارد )ستوریسنو و هالیم، 

لجستیک و درخت تصمیم غیرخطی را معرفی نمود و نتایج حاصل نشان دادند که درخت تصمیم غیرخطی نسبت به رگرسیون 

و همکاران با مقایسه تحلیل  7، عبدو221۲(. در سال 221۲بندی اعتباری دارد )دومیتروسکو، لجستیک عملکرد بسیار بهتری در رتبه

طور شبکه عصبی به هایقی، رگرسیون لجستیک، شبکه عصبی چند لایه رو به جلو و شبکه عصبی احتمالی دریافتند که روشافترا

مکاران، دهد )عبدو و هکلی عملکرد بهتری از دو روش دیگر دارند و در این میان شبکه عصبی احتمالی بهترین نتایج را ارائه می

221۲). 

اران اند. ستاری مالکی و همکهای پیشرفته یادگیری عمیق متمایل شدهه سمت استفاده از معماریها بهای اخیر، پژوهشدر سال

بندی درست مشتریان دقت بالایی نشان دادند که این مدل در انتخاب ویژگی و دسته LSTM Autoencoder گیری ازبا بهره 2221در سال 

و الگوریتم  RNN با ترکیب یادگیری عمیق 2222دو و شو در سال  (. همچنین،2221از خود دارد )ستاری مالکی و همکاران، 

آن عملکرد  های مختلفهای مرسوم یادگیری ماشین و ترکیبثابت کردند که الگوریتم پیشنهادی نسبت به روش  Bionic سازیبهینه

دار ق مبتنی بر تکرار تجربه اولویتو همکاران از طریق یادگیری تقویتی عمی 8، وانگ2223در سال (. 2222بهتری دارد )دو و شو، 

بندی سنتی بهتر و هفت مدل طبقه DRL نشان دادند که مدل پیشنهادی قادر است از چهار مدل معیار  (DQN-BSPER) ای متوازنطبقه

 رسیونو همکاران نیز در همان سال یک مدل امتیازدهی اعتباری گروهی بر مبنای رگ 9(. ژانگ2223عمل کند )وانگ و همکاران، 
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دهی ناهمگن معرفی کردند که نتایج آن در مقایسه با ده مدل نماینده در شش مجموعه داده عمومی، لجستیک با اثرات تعادلی و وزن

(. به علاوه، خلیلی و رستگار در 2223فرض و توانایی تعمیم بالاتری را نشان داد )ژانگ و همکاران، های پیشقدرت تشخیص نمونه

ارائه  PNN و شبکه عصبی احتمالاتی  DT ،KNN ،AdaBoost ،SVM  هاینه حساس به هزینه ترکیبی را با تلفیق مدلمدل بهی 2223سال 

 دهد )خلیلی وکردند؛ نتایج نشان داد که روش پیشنهادی در هر دو شرایط داده متوازن و نامتوازن دقت بالایی از خود نشان می

 .(2223رستگار، 

ه تا های سنتی آماری گرفتگیری از رویکردهای مختلف از مدلها، پژوهشگران با بهرهکه طی سال دهداین مرور ادبی نشان می

دهنده ها نشانشرفتبندی اعتباری دست یابند. این پیاند به بهبود دقت رتبههای پیشرفته یادگیری عمیق و تقویتی، توانستهتکنیک

های گیریی فراابتکاری در جهت مدیریت ریسک اعتباری و بهبود تصمیمهاتمایل روزافزون به استفاده از هوش مصنوعی و روش

 د.ها گردهای ناشی از عدم پرداخت بدهیهای بانکی پربازده و مقاوم در برابر ریسکساز توسعه سیستمتواند زمینهمالی است که می
 

 تحقیقشناسی روش .2

 یمال یهاادهد یزن یقمورد استفاده در تحق یهااست. داده یفیتوص یقاتو از نظر روش جز تحق یحاضر از نظر هدف کاربرد یقتحق

 Pythonار افزاز نرم یزمدل ن سازییاده. به منظور پباشندیها ماز بانک یرندهگوام یحقوق یا یقیاشخاص حق یو اطلاعات دموگراف

 .شودیاستفاده م
 

 ها. داده1.2

های مشتریان حقوقی یک بانک ایرانی و دو دیتاست بنچمارک آلمان و استرالیا دادههای مورد استفاده در این تحقیق شامل داده

کند. در می یرویپ یمتفاوت یحساب و بدحساب از الگوهاخوش انیمشتر عیکه توز دهدیسه کشور نشان م یهاداده یررسهست. ب

بدحساب هستند که ( 42۶3۲۵مشتری ) 1،266حساب و خوش( 57۶62۵مشتری ) 1،721مشتری حقوقی،  2،۲۲7ایران، از مجموع 

مشتری  722حسابی بالاتری دارد: مشتری، نرخ خوش 1،222است. در مقابل، آلمان با  1به  1۶36 حساب به بدحسابنسبت خوش

 6۲2باشد. اما استرالیا وضعیت معکوسی دارد: از می 1به  2۶33 که نسبت آن( 32۵بدحساب ) 322در برابر ( 72۵حساب )خوش

به  2۶۲2حساب به بدحساب بدحساب هستند و نسبت خوش( 55۶51۵مورد ) 3۲3حساب و خوش( 44۶4۲۵مورد ) 327مشتری، 

نشان  آنها یرو مقاد یفیک یرهایمتغ 3و در جدول  یرانیبانک ا یحقوق یانمشتر یاعتبار یرهایمتغ 2(. در جدول 1)جدول  است 1

 داده شده است.
 های مورد مطالعهدر دیتاست توزیع مشتریانای جدول مقایسه. 1جدول 

 کشور
کل 

انیمشتر  

حساب خوش

 )تعداد(
حسابخوش  

بدحساب 

 )تعداد(

بدحساب 

)%( 

نسبت 

حساب:بدحساب()خوش  

رانیا  2،۲۲7 1،721 57۶62۵ 1،266 42۶3۲۵ 1۶36:1 

 2۶33:1 32۵ 322 72۵ 722 1،222 آلمان

ایاسترال  6۲2 327 44۶4۲۵ 3۲3 55۶51۵ 2۶۲2:1 

 منبع: نتایج تحقیق
 بانک ایرانی یحقوق انیمشتر یاعتبار یرهایمتغ. 2جدول 

 متغیر ردیف متغیر ردیف

 نسبت حساب دریافتنی به فروش خالص 1۲ وضعیت وام  1

 هانسبت حساب دریافتنی به بدهی 22 میزان وام )ریال( 2

 خالصنسبت حساب پرداختنی به فروش  21 موجودی نقد در بانک )ریال( 3

 نسبت فروش به دارایی 22 نسبت بدهی به دارایی 4



 نسبت فروش به دارایی ثابت 23 نسبت حقوق صاحبان به دارایی 5

 هانسبت سود خالص به دارایی 24 نسبت بدهی بلند مدت به دارایی 6

 نسبت سود خالص به فروش خالص 25 نسبت سود خالص به هزینه مالی 7

 نسبت سود خالص به دارایی ثابت 26 بدهی جارینسبت دارایی جاری به  ۲

۲ 
نسبت حساب دریافتی و موجودی نقد به بدهی 

 جاری
 نسبت سود خالص به حقوق صاحبان 27

 نسبت هزینه فروش به فروش خالص 2۲ هانسبت سرمایه در گردش به بدهی 12

 اندازه بنگاه 2۲ هانسبت دارایی جاری به بدهی 11

 32 هابه دارایینسبت بدهی جاری  12
وضعیت مالکیت ملک )اجاره، سرقفلی، دارای سند مالکیت 

 غیر قابل ترهین(

 (1یا  2ارتباط بین فعالیت و مدرک ) 31 هانسبت موجودی نقد به دارایی 13

 (1تا  2حسن شهرت )عددی بین  32 نسبت موجودی نقد به فروش خالص 14

 برحسب نوع( 1تا  2نوع وثیقه )عددی بین  33 نسبت سرمایه در گردش به فروش خالص 15

 مدت بازپرداخت )سال( 34 نسبت دارایی جاری به فروش خالص 16

 نرخ سود 35 نسبت موجودی نقد به بدهی جاری 17

 های جارینسبت سرمایه در گرش به بدهی 1۲

تایج: منبع  تحقیق ن
 : متغیرهای کیفی و مقادیر آنها3جدول 

 مقدار متغیر

1x : )(2/2، 4/2، 6/2، ۲/2، 1) وضعیت وام )تسویه شده، معوق، سررسید گذشته، تمدید مدت، استمهال شده 

30x :)(2، 5/2، 1) وضعیت مالکیت ملک )سرقفلی، دارای سند مالکیت غیر قابل ترهین، اجاره 

31x :(2، 1) )مرتبط، غیرمرتبط( ارتباط بین فعالیت و مدرک 

32x : (25/2، 5/2، 75/2، 1) )غیرمنقول(، سپرده بلندمدت، اوراق مشارکت، چک و سایر(نوع وثیقه )ملک 

تایج: منبع             تحقیق ن

 روش پیشنهادی. 2.2

را ابتکاری شده با استفاده از الگوریتم فمدل یادگیری عمیق حساس به هزینه بهینهها از داده لیو تحل هیبه منظور تجز قیتحق نیدر ا

GA  از مدل  نیشده است. همچناستفادهLSTM بندی اعتباری با مدل یادگیری گروهیرتبهبه منظور  و چند الگوریتم کلاسیفایر دیگر 

 گیرد.( به عنوان تابع هدف صورت میMC) 1بندیسازی نیز بصورت یکپارچه و با در نظر گرفتن خطای دستهفرایند بهینه .شودیاستفاده م

 د:مرحله آن بصورت یکپارچه انجام می شو 3مرحله است که  4است و دارای  1شکل شماتیک روش پیشنهادی بصورت 

 هامرحله نرمالایز کردن داده .1

 مرحله انتخاب ویژگی .2

 بندی مرحله کلاسه .3

 GAسازی با الگوریتم مرحله بهینه .4
 

 هامرحله اول: نرمالایز کردن داده .1.2.2

                                                                                 
1 Misclassification  



 اس،یون مقبد رهایمتغ ریاستفاده از مقاد رایز ؛ترین گام استاساسی رهایکردن متغ اسیمق ،یبندو دسته یبندخوشه یهاروش در

 اسیمق جیرا یهااز روش یکیگردد.  یبندو دسته یبندخوشه ندیبزرگ بر فرا ریبا مقاد رهاینامتعادل متغ ریممکن است منجر به تأث

در این  .شوندیم لیتبد 1تا  2مثل  نیمع یابه بازه رهایمتغ یتمام ریمقاد ،یسازآنهاست. با اعمال نرمال یسازنرمال ها،کردن داده

 (:2222و همکاران،  1)سوکسامای است ریکه بصورت ز شودیانجام م max-minکردن با استفاده از روش  زینرمالا ندیفرا تحقیق،

(1) 𝑋 =
𝑋 − 𝑚𝑖𝑛( 𝑋)

𝑚𝑎𝑥( 𝑋) − 𝑚𝑖𝑛( 𝑋)
 

 .است یاعتبار یهابردار مربوط به داده Xه در آن، ک
 

 مرحله دوم: انتخاب ویژگی بهینه. 2.2.2

ؤثری نداشته بندی نقش مهای کلاسهبندی، ممکن است تمامی متغیرهای اعتباری در فرایند یادگیری الگوریتمدر مسائل کلاسه

باشند و یا حتی تأثیر منفی بر این فرایند بگذارند. به منظور اجتناب از این موضوع، بایستی یک فرایند انتخاب ویژگی در نظر گرفته 

شود. در این فرایند، متغیرهای اعتباری را که تحت عنوان ویژگی این امر میسر می GAساز مانند م بهینهشود که توسط یک الگوریت

گیریم. در نهایت آن دسته از در نظر می GA( توسط الگوریتم 2( یا انتخاب نشدن )1گیریم، به دو حالت انتخاب شدن )در نظر می

 شوند. ها کنار گذاشته میشوند و سایر ویژگیانتخاب می GAتوسط الگوریتم  برای آنها بدست آمده است، 1ها که مقدار ویژگی

                                                                                 
1 Suksamai 



 

 یشنهادیروش پ یکشمات. 1شکل 

 بندی بهینهمرحله سوم: کلاسه. 3.2.2

بندی حساس به هزینه و یادگیری جمعی است. حساس به هزینه یعنی بندی پیشنهادی در این پژوهش، یک کلاسهمرحله کلاسه

ها در فرایند یادگیری به آن کلاسی که تعداد سمپل کمتری دارد )دیتای نامتوازن( وزن بیشتری نسبت به کلاس به تعداد الگوریتم

نند و نتایج حاصل ها آموزش ببییادگیری توازن برقرار شده و هر دو کلاس بخوبی توسط الگوریتمدهند تا در فرایند سمپل بیشتر می

از تست نیز برای هر دو کلاس مطلوب باشد. چنانچه این اتفاق نیفتد، خطای یادگیری کلاس به تعداد سمپل کمتر خیلی بیشتر از 

ود و مقدار بندی کلاس با تعداد سمپل کمتر نخواهد بی قادر به کلاسهشود و در نتیجه الگوریتم بخوبکلاس به تعداد سمپل زیاد می

MC  این کلاس بیشتر خواهد شد. از سوی دیگر، یادگیری جمعی یعنی علاوه بر الگوریتمLSTM های از الگوریتمBoosting ،Bagging  و

RF ص ها، وزن بهینه برای هر یک از آنها تخصیبندی الگوریتمنیز استفاده خواهد شد و در نهایت بر اساس دقت یادگیری و کلاسه

 دهد.های مذکور را نشان میبا الگوریتم یشنهادیپ یجمع یادگیری یندفرا 2شکل یابد. می



 
 )نتایج تحقیق(. فرایند یادگیری جمعی پیشنهادی2شکل 

باشد. در این پژوهش از روش ها برای مدلسازی میبندی، توزیع مناسب دادههای مهم در سنجش یک روش طبقهیکی از گام

( بصورت تصادفی k=5بخش مساوی ) 5ها به ها استفاده خواهد شد. بر این اساس، دادهبندی دادهبرای تقسیم fold-k 1اعتبارسنجی متقابل

ز ها، از روش پیشنهادی برای هر یک ابندی دادهشود. پس از طبقهها ساخته میبندی بر اساس این دادهشوند و مدل طبقهتقسیم می

 شود.استفاده می MCبندی طبقات به عنوان مقدار نهایی ها استفاده خواهد شد و مقدار میانگین خطای دستهاین طبقه
 

 GAسازی یکپارچه با الگوریتم ارم: بهینهمرحله چه. 2.2.2

وسط الگوریتم ها و فرایند انتخاب ویژگی بهینه تها، در کنار وزن بهینه تخصیصی به الگوریتمهایپرپارامترهای هر یک از الگوریتم

GA و بصورت یکپارچه انجام می( شود. تابع برازندگیFitnessنیز میزان خطای کلاسه )( بندیMC در نظر )شود که برابر گرفته می

ها در است با حاصل جمع تعداد خطای کلاس منفی )مشتری بدحساب( و کلاس مثبت )مشتری خوش حساب( بر کل تعداد سمپل

 فرایند تست:

(2) MC =
FN + FP

TP+TN + FP + FN
 

 است. 4جدول که تعریف هر یک از متغیرهای فرمول فوق مطابق با 
 ریختگیماتریس درهم . 2جدول 

 بینی شدهپیشکلاس 
 کلاس واقعی

 مشتریان بد مشتریان خوب

 مشتریان بد (TN) 3منفی درست (FP) 2مثبت کاذب

 مشتریان خوب (FN) 5منفی کاذب (TP) 4مثبت درست

   تحقیق نتایج: منبع            

 د:شوبیان میاست. بنابراین مسئله بهینه پژوهش حاضر بصورت زیر  2شکل نیز بصورت  GAفلوچارت الگوریتم 

(3) Fitenss = min 𝑀𝐶 

 

                                                                                 
1 Cross-validation 
2 False positive 
3 True negative 
4 True positive 
5 False negative 
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 .GA تمیفلوچارت الگور . 2شکل 

 

 ارزیابی روش پیشنهادی. 2.2.2

اده ت معیار مختلف استففبندی وجود دارد که در این پژوهش از ههای کلاسهمعیارهای مختلفی برای سنجش و ارزیابی روش

 شود که عبارتند از:می

(4) Precision =
TP

TP+FP
 

(5) ACC =
TN + TP

TP+TN + FP + FN
 

(6) Recall or Sensitivity =
TP

TP+FN
 

(Error! No text of specified style in 

document.7) 

F-Score = (2 × Recall × Precision) /(Recall + Precision) 

(۲) Error Type I =
FP

TN + FP
 

(۲) Error Type II =
FN

FN + TP
 

(12) MC =
FN + FP

TP+TN + FP + FN
 

 

 های تحقیقیافته .3

در این بخش به بررسی نتایج حاصل از روش پیشنهادی پرداخته شده است. همانطور که در بخش پیشین بدان اشاره شد، روش 

پردازد. یهای مختلف و انتخاب ویژگی به اعتبارسنجی مشتریان مپیشنهادی یک روش بهینه یکپارچه هست که با استفاده از تکنیک

ها . بنابراین هایپرپارامترهای این الگوریتمLSTMو  Bagging ،AbaBoost ،RFهای اده در این تحقیق عبارتند از روشچهار روش مورد استف

( و کران پایین UBهایپرپارامترهای مدل را بهمراه فضای جستجو )کران بالا ) 5چدول  از طریق الگوریتم ژنتیک بهینه خواهد شد.

(LB نشان داده است. همچنین در )) پارامترهای الگوریتم ژنتیک نشان داده شده است. علاوه بر این، برای انتخاب ویژگی،  6جدول



به معنای انتخاب شدن ویژگی در نظر گرفته شده است. با در نظر گرفتن وزن  1به منظور انتخاب نشدن ویژگی و مقدار  2مقدار 

هست، لحاظ شده است. بنابراین، در مجموع  1بوده و مجموع آنها برابر  1و  2ها، سه هایپرپارامتر وزنی نیز که مقدار آنها بین الگوریتم

ها، تعداد تعداد ویژگی دیتاست nها و و سه پارامتر وزنی الگوریتم 5جدول هایپرپارامتر نشان داده شده در  11با در نظر گرفتن 

 است. n + 14، برابر با شودحاصل می GAسازی با الگوریتم هایپرپارامترهای مسئله که از راه بهینه
 ها. هایپرپارامترهای الگوریتم5جدول 

 LB UB پارامتر الگوریتم

AdaBoost 1۶2 2۶21 نرخ یادگیری 

 522 52 گرهاتعداد تخمین

 12 1 ماکزیمم عمق
Bagging 522 52 گرهاتعداد تخمین 

 12 1 ماکزیمم عمق

 1۶2 2۶21 نرخ ماکزیمم تعداد سمپل

 1۶2 2۶21 ماکزیمم تعداد ویژگینرخ 
RF 522 52 گرهاتعداد تخمین 

 12 1 ماکزیمم عمق

 1۶2 2۶21 نرخ ماکزیمم تعداد سمپل

 1۶2 2۶21 نرخ ماکزیمم تعداد ویژگی
LSTM 52 12 های پنهانتعداد لایه 

 dropout 2۶21 2۶5نرخ 

 1۶2 2۶21 نرخ یادگیری

 epoch 12 122تعداد 
 تحقیق نتایج: منبع

 پارامترهای الگوریتم ژنتیک. 6جدول 

 مقدار پارامتر

 32 اندازه جمعیت

 2۶2 نرخ جهش

 2۶۲ نرخ ترکیب

 Tournament selection عملگر انتخاب

 32 حداکثر تعداد نسل

 1e-5 تلورانس

 رسیدن به تلورانس مدنظر یا حداکثر تعداد نسل معیار توقف

 منبع: نتایج تحقیق

بدحساب است  یمشتر 42۵حساب به خوش یمشتر 57۵به نسبت  یرانیبانک ا یحقوق یانمشتر یتایکه مشخص شد، د همانطور

 به دست آمده 1۲در نسل  مدل پیشنهادی برای دیتای ایران ییهمگرا یندیفرآ .شودیمتوازن محسوب م یباًتقر یتاید یک یجهو در نت

(Error! Reference source not found. 3) ت آمده از دسبه جی. نتاباشدیمدل م یپارامترها یبرا دهیچینسبتاً پ یجستجو یدهنده فضاو نشان



(، ACC) مانند دقت ییارهایاز نظر مع یقبول بلعملکرد قا یچارچوب دارا نیمنفرد در ا یهاتمیکه الگور دهدینشان م ایران تاستید

عملکرد  ران،یا یهاآمده از دادهدستبه جیر اساس نتاب. (12تا  7جدول ) هستند F1( و شاخص Recall) ی(، فراخوانPrecisionصحت ) زانیم

( و Recall) ی(، فراخوانPrecisionصحت ) زانی(، مAccuracyدقت ) رینظ یابیارز یارهایچارچوب از نظر مع نیمنفرد در ا یهاتمیالگور

 یها، و مدل2۶۲27برابر  یدقت Bagging، مدل 2۶۲14در حدود  یدقت AdaBoostطور مشخص، مدل قابل قبول بوده است. به F1شاخص 

Random Forest  وLSTM و استفاده از  هاتمیالگور نیا یهایخروج بیاند. با ترکرا به ثبت رسانده 2۶۲31تا  2۶۲14در بازه  ییهادقت

 هافتیبهبود  یاندک یبیترک مدل ی، عملکرد کلLSTM: 0.297و  AdaBoost: 0.295 ،Bagging: 0.219 ،Random Forest: 0.188شامل  شدهنهیبه یهاوزن

 افتهیدست  2۶۲۲۲برابر  F1و شاخص  2۶۲۲۲ ی، فراخوان2۶۲7۲صحت  زانی، م2۶۲34معادل  یدقت نیانگیبه م یبیمدل ترک نیاست. ا

( با False Negativeنوع دوم ) یو خطاها 2۶263 نیانگی( با مFalse Positiveنوع اول ) یدر خطاها یکاهش قابل توجه ن،یاست. علاوه بر ا

 (.11ت )جدول اس دهیرس 2۶266به  یبندطبقه یکل خطا زانیمشاهده شده و م 2۶116 نیانگیم

 زین تمیهر الگور یبرا نهیبه یپرپارامترهایها نشان داده شده است. 12جدول در  تمیهر الگور یدست آمده برابه نهیبه ریمقاد

و  127 گرهانی، تعداد تخم2۶14۲ یریادگی، نرخ AdaBoost یاند. براداده شده قیمسئله تطب یازهایها و نداده یهایژگیبا و یخوببه

و حداکثر عمق  23۲ گرهانیتخم، تعداد Random Forest ی؛ برا5و حداکثر عمق  274 گرهانیتعداد تخم، Bagging ی؛ برا6حداکثر عمق 

 نهیبه ریعنوان مقادبه 12۲برابر  epochو تعداد  2۶2۲۲ یریادگی، نرخ 2۶1۲۲برابر  dropout، نرخ 3۲پنهان  یهاهی، تعداد لاLSTM ی؛ و برا6

 .است یبندمسئله طبقه یهایدگیچیها و پها با دادهده انطباق مناسب مدلدهننشان ماتیتنظ نیاند. اشده نییتع

 
 )منبع: خروجی نرم افزار(نمودار همگرایی مدل پیشنهادی برای دیتای ایران .3شکل 

 

 برای دیتای ایران AdaBoostعملکرد الگوریتم  .7جدول 

Fold ACC Precision Recall F1-Score E-Type I E-Type II MC 

1 0.914 0.930 0.936 0.933 0.094 0.090 0.086 

2 0.926 0.923 0.924 0.924 0.095 0.095 0.074 

3 0.914 0.904 0.926 0.915 0.124 0.095 0.086 

4 0.902 0.934 0.936 0.935 0.095 0.090 0.098 

5 0.916 0.925 0.898 0.911 0.095 0.154 0.084 

Mean 0.914 0.923 0.924 0.924 0.101 0.105 0.086 

 تحقیق نتایج: منبع                                   



 برای دیتای ایران Baggingعملکرد الگوریتم  .8جدول 

Fold ACC Precision Recall F1-Score E-Type I E-Type II MC 

1 0.940 0.954 0.977 0.966 0.030 0.021 0.060 

2 0.907 0.905 0.891 0.898 0.123 0.136 0.093 

3 0.935 0.966 0.907 0.935 0.025 0.056 0.065 

4 0.934 0.906 0.958 0.931 0.056 0.079 0.066 

5 0.920 0.924 0.936 0.930 0.064 0.054 0.080 

Mean 0.927 0.931 0.934 0.932 0.060 0.069 0.073 

 تحقیق نتایج: منبع                                  

 برای دیتای ایران RFعملکرد الگوریتم  .9جدول 

Fold ACC Precision Recall F1-Score E-Type I E-Type II MC 

1 0.933 0.969 0.970 0.970 0.029 0.022 0.067 

2 0.945 0.924 0.990 0.956 0.061 0.013 0.055 

3 0.930 0.935 0.957 0.946 0.038 0.134 0.070 

4 0.925 0.915 0.977 0.945 0.081 0.021 0.075 

5 0.919 0.925 0.961 0.943 0.068 0.030 0.081 

Mean 0.931 0.934 0.971 0.952 0.055 0.044 0.069 

  تحقیق نتایج: منبع                                       

 برای دیتای ایران LSTMعملکرد الگوریتم  .11جدول 

Fold ACC Precision Recall F1-Score E-Type I E-Type II MC 

1 0.925 0.915 0.944 0.929 0.088 0.102 0.075 

2 0.907 0.943 0.968 0.956 0.069 0.044 0.093 

3 0.925 0.897 0.979 0.937 0.153 0.020 0.075 

4 0.907 0.885 0.915 0.900 0.174 0.087 0.093 

5 0.906 0.936 0.944 0.940 0.071 0.102 0.094 

Mean 0.914 0.915 0.950 0.932 0.111 0.071 0.086 

 منبع: نتایج تحقیق                                    

 عملکرد مدل ترکیبی برای دیتای ایران .11جدول 

Fold ACC Precision Recall F1-Score E-Type I E-Type II MC 

1 0.923 0.886 0.952 0.918 0.052 0.078 0.077 

2 0.924 0.831 0.899 0.864 0.101 0.111 0.076 

3 0.931 0.939 0.915 0.927 0.030 0.095 0.069 



4 0.929 0.833 0.798 0.815 0.098 0.202 0.071 

5 0.963 0.903 0.927 0.915 0.035 0.093 0.037 

Mean 0.934 0.879 0.898 0.888 0.063 0.116 0.066 

 تحقیق نتایج: منبع                                      

 مقادیر بهینه هایپرپارامترهای مدل برای دیتای ایران .12جدول 

 مقدار بهینه LB UB پارامتر الگوریتم

AdaBoost 

 2۶14۲ 1۶2 2۶21 نرخ یادگیری

 127 522 52 گرهاتعداد تخمین

 6 12 1 ماکزیمم عمق

Bagging 

 274 522 52 گرهاتخمینتعداد 

 5 12 1 ماکزیمم عمق

 2۶1۲6 1۶2 2۶21 نرخ ماکزیمم تعداد سمپل

 2۶245 1۶2 2۶21 نرخ ماکزیمم تعداد ویژگی

RF 

 23۲ 522 52 گرهاتعداد تخمین

 6 12 1 ماکزیمم عمق

 2۶432 1۶2 2۶21 نرخ ماکزیمم تعداد سمپل

 2۶7۲6 1۶2 2۶21 نرخ ماکزیمم تعداد ویژگی

LSTM 

 3۲ 52 12 های پنهانتعداد لایه

 dropout 2۶21 2۶5 2۶1۲۲نرخ 

 2۶2۲۲ 1۶2 2۶21 نرخ یادگیری

 epoch 12 122 12۲تعداد 

 هاوزن الگوریتم

AbaBoost 2 1 2۶2۲5 

Bagging 2 1 2۶21۲ 

RF 2 1 2۶1۲۲ 

LSTM 2 1 2۶2۲7 

 تحقیق نتایج: منبع

شود، نشان داده شده است. همانطور که در این شکل مشاهده می 4های مدل رویکرد اول نیز در شکل الگوریتم ROCنمودار 

مدل  ROCهست که نشان از دقت بالای آنها برای دیتای ایران دارد. همچنین مقدار  2۶۲5ها مقدار قابل توجه برابر الگوریتم ROCمقدار 

دهد، رویکرد ترکیبی پیشنهادی باعث بهبود دقت رسیده است که نشان می 2۶۲6به مقدار  های مذکور هست وترکیبی بیشتر از مدل

 شود.نهایی می



 
 )خروجی نمر افزار(مدل پیشنهادی برای دیتای ایران ROC. نمودار 2شکل 

 
 )خروجی نرم افزار(های بهینه انتخاب شده دو رویکرد پیشنهادی برای دیتای ایران. مقایسه ویژگی5شکل 

 

 زانی)م 2وام(،  تی)وضع 1 یهایژگیکه و شودینشان داده شده است، مشاهده م 5شکل که در  نهیبه یهایژگیدر انتخاب و

 یافتی)نسبت حساب در ۲(، ییبلند مدت به دارا ی)نسبت بده 6(، یی)نسبت حقوق صاحبان به دارا 5(، ییبه دارا ی)نسبت بده 4وام(، 

)نسبت  22(، یجار یهایدر گردش به بده هی)نسبت سرما 1۲(، هاییبه دارا یجار ی)نسبت بده 12(، یجار یبده هنقد ب یو موجود

)اندازه  2۲فروش به فروش خالص(،  نهی)نسبت هز 2۲به فروش خالص(،  ی)نسبت حساب پرداختن 21(، هایبه بده یافتنیحساب در

 اند. هینه انتخاب شدههای ببه عنوان ویژگی( قهی)نوع وث 33)حسن شهرت( و  32بنگاه(، 

 یشنهادیدل پم یینمودار همگرا های بنچمارک استرالیا و آلمان استفاده شده است.به منظور اعتبارسنجی مدل پیشنهادی، از داده

نشان داده شده است. همانطور که از این شکل مشخص است، الگوریتم برای دیتای استرالیا  6در شکل  و آلمان یااسترال یتاید یبرا

 یارامترهاپ یمتنظ یبرا یچیدهپ یجستجو یدهنده فضاکه نشانبه همگرایی رسیده است  27و برای دیتای آلمان در تکرار  14در نسل 

برای دیتای  یبیمدل ترک آورده شده است. 14و  13نیز به ترتیب در جدول نتایج برآورد مدل برای این دو دیتاست . باشدیمدل م

کاهش قابل  ین،است. همچن 2۶۲۲۲برابر  F1-Scoreو  2۶۲۲۲برابر  Recall، 2۶۲7۲برابر  Precision، 2۶۲22برابر  یدقت یانگینم یدارا استرالیا

 طایکل خ یزانبه همراه م 2۶116 یانگینبه م II (False Negative)نوع  یهاو خطا 2۶263 یانگینبه م I (False Positive)نوع  یدر خطاها یتوجه



 Precision 0.902 ،Recall، 2۶۲43دقت  یانگینبه م یابیمنجر به دست. برای دیتای آلمان نیز مشاهده شده است 2۶2۲۲( برابر با MC) یبندطبقه

 یافتهکاهش  2۶157برابر  MCو  2۶114و  2۶126 یربه مقاد یببه ترت IIو  Iنوع  ینرخ خطا ین،شده است؛ همچن F1-Score 0.910و  0.918

 .است

 
 )الف( دیتای استرالیا

 
 )ب( دیتای آلمان

 )خروجی نرم افزار(و آلمان. نمودار همگرایی مدل پیشنهادی برای دیتای استرالیا. 6شکل 

 عملکرد مدل ترکیبی برای دیتای استرالیا .13جدول 

Fold ACC Precision Recall F1-Score E-Type I E-Type II MC 

1 0.914 0.886 0.952 0.918 0.052 0.078 0.086 

2 0.881 0.831 0.899 0.864 0.101 0.111 0.119 

3 0.946 0.939 0.915 0.927 0.030 0.095 0.054 

4 0.837 0.833 0.798 0.815 0.098 0.202 0.163 

5 0.931 0.903 0.927 0.915 0.035 0.093 0.069 

Mean 0.902 0.879 0.898 0.888 0.063 0.116 0.098 

 تحقیق نتایج: منبع                                
 . عملکرد مدل ترکیبی برای دیتای آلمان12جدول 

Fold ACC Precision Recall F1-Score E-Type I E-Type II MC 

1 0.836 0.880 0.899 0.889 0.167 0.171 0.164 

2 0.805 0.897 0.887 0.892 0.121 0.143 0.195 

3 0.845 0.895 0.916 0.905 0.131 0.104 0.155 

4 0.860 0.893 0.931 0.912 0.127 0.089 0.140 

5 0.870 0.945 0.956 0.950 0.085 0.064 0.130 

Mean 0.843 0.902 0.918 0.910 0.126 0.114 0.157 

 تحقیق نتایج: منبع                                



نشان داده شده است. همانطور که در این شکل مشاهده  7های مدل برای دیتاست استرالیا نیز در شکل الگوریتم ROCنمودار 

هست که نشان از دقت بالای آنها برای دیتای استرالیا دارد. همچنین  2۶۲3ها مقدار قابل توجه برابر الگوریتم ROCشود، مقدار می

دهد، رویکرد ترکیبی پیشنهادی رسیده است که نشان می 2۶۲4های مذکور هست و به مقدار مدل ترکیبی بیشتر از مدل ROCمقدار 

بین  ROCمنفرد مقدار  یهاتمیکه الگور دهدیم نشان( ۲دیتای آلمان )شکل  ROCار نمودشود. همچنین باعث بهبود دقت نهایی می

 یتایها در دمدل یقو کیبالا و توان تفک اریکه دلالت بر دقت بس افتهیدست  2۶۲۲برابر  ROCبه  یبیدارند و مدل ترک 2۶۲6 و 2۶۲3

 آلمان دارد.

 
 )خروجی نرم افزار(مدل پیشنهادی برای دیتای استرالیا ROC. نمودار 7شکل 

 
 )خروجی نرم افزار(آلمانرویکرد اول برای دیتای مدل پیشنهادی با  ROCنمودار  .8شکل 

شود، آورده شده است. همانطور که از این جدول مشاهده می 15مقایسه نتایج مدل پیشنهادی با نتایج سایر محققین در جدول 

های مشابه معرفی شده توسط سایر محققیق برای حالت بدون پیشنهادی به ویژه برای دیتای متوازن آلمان بیشتر از مدلدقت مدل 

دهد که مدل پیشنهادی توانایی بالایی برای حصول نتایج برداری است. این امر نشان میهای نمونهدستکاری داده با استفاده از روش

 ها با آن روبرو هستند.ی پیچیده است که ذاتاً در دنیای واقعی، بانکبسیار مناب و با قوام برای دیتا
 . مقایسه نتایج مدل پیشنهاد یا سایر منابع15جدول 

دیتاست 

 استرالیا
 رفرنس روش  sampling دیتاست آلمان

0.909 0.794 × NB-DT-QDA-TDNN-PNN (Majority Voting) 
 تریپاتی1 و همکاران)222۲(

0.909 0.794 × NB-DT-QDA-TDNN-PNN (Weighted Voting) 

                                                                                 
1 Tripathi 



0.908 0.805 × NB-DT-QDA-TDNN-PNN (Layered Majority Voting) 

0.93 0.842 × NB-DT-QDA-TDNN-PNN (Layered Weighted Voting) 

0.938 0.816 × Stacking (2223خلیلی و رستگار)  

0.910 0.895  XGBoost + SMOTE-ENN )2224(1آرولبا و سان 

- 0.832  Stacking + SMOTE )2224(روفیک2 و همکاران 

0.902 0.843 × Stacking روش پیشنهادی 

 منبع: نتایج تحقیق

 گیرینتیجهبحث و  .2

مؤثر در بهبود دقت  یگام یک،ژنت یتمو الگور ینهحساس به هز یقعم یادگیریبر  یمبتن یبیچارچوب ترک یکپژوهش حاضر با ارائه 

همزمان  ینهسازیا بهب یشنهادی،پ یکپارچه یکردنشان داد که رو یجبانکها برداشت. نتا یحقوق یانمشتر یاعتبار یسکر یشبینیپ

 یزنو یق، و تلف«(حسن شهرت»و  ،«ییبه دارا ینسبت بده»، «وام یتوضع»)مانند  یدیکل یایژگیهانتخاب و یپرپارامترها،ها

 برای و 6۶6۵به  یرانا یدادهها ی( را براMC) یطبقهبند ی(، توانسته است خطاLSTM، و AdaBoost ،Bagging ،RFمختلف ) یتمهایالگور

 یسازمدل در موازنه ییاز توانا یبهبود عملکرد، ناش این. دهد کاهش ۲۶۲۵ و 15۶7۵به  یب( به ترتیا)آلمان و استرال المللیینب یهاداده

 یانمشتر یعتفاوت معنادار در توز ین،متفاوت است. همچن هاییتمگوراز نقاط قوت ال یریگنامتوازن و بهره یهاداده یرتأث

 یها( نشان داد که مدلاسترالیادر  2۶۲2:1در آلمان، و  2۶33:1 یران،در ا 1۶36:1کشورها )نسبت  ینحساب و بدحساب بخوش

 یمالـ  یقتصادا یژگیهایپارامترها بر اساس و سازییبه بوم یازطور مؤثر در همه بازارها استفاده شوند و نبه توانندینم یکسان یعموم

 نخوب به عنوا یاننادرست مشتر یینوع اول )شناسا یچارچوب با کاهش خطاها ینا ی،است. از جنبه کاربرد یهر منطقه ضرور

ها بانک ییرجارکاهش مطالبات غ یارزشمند برا یبد به عنوان خوشحساب(، ابزار یاننادرست مشتر ییبدحساب( و نوع دوم )شناسا

 کند.یوام فراهم م یاعطا یندفرآ یتشفاف یشو افزا

)مانند  یرفتار و یفیک یهابر گسترش مدل به سمت ادغام داده یندهمطالعات آ شودیم یشنهادپژوهش، پ ینا هاییافتهبا توجه به 

 د.یاب یشافزا تریچیدهپ طیدر شرا یسکر یشبینیپ یی( متمرکز شوند تا توانایهنوسانات بازار سرما یابا بانک  یانسابقه تعاملات مشتر

( هایمتحر یاورم )مانند ت یاقتصاد ییراتخودکار پارامترها در مواجهه با تغ یروزرسانبه یتمدل با قابل یایپو یهاتوسعه نسخه ین،همچن

 ی( براXAI) رپذیریتفس یکردهایروآزمودن  یتمی،کند. در سطح الگور یترا در بلندمدت تقو هابینییشپ یناناطم یتقابل تواندیم

بر شواهد  یمبتن یعتبارا یاستهایس یمتنظ امکانبلکه  دهد،یم یشرا افزا یتمدل، نه تنها شفاف گیرییمدر تصم یژگینقش هر و یلتحل

که از  رفتهیشپ یاعتبار یبندرتبه هاییستماز س یریگبا بهره توانندیم یو بانک یمال ینهادها علاوه بر این، .کندیرا فراهم م

بردارند.  یموثر یهاگام یاز خسارات مال یریو جلوگ یاعتبار یسکدر کاهش ر برند،یبهره م جمعیو  یقعم یادگیری هاییکتکن

دهد. از  یشزارا اف ینظارت یاعتماد نهادها تواندیم ها،یژگیبه انتخاب و طمربو یحاتها و توضمدل یجدر نتا یتارائه شفاف ین،همچن

 یشرفتهپ یهااز مدل یریتی،مد هاییستمو بهبود س یهوش مصنوع هاییدر فناور گذارییهها با سرمابانک شودیم یهرو، توص ینا

 مند شوند.بهره

                                                                                 
1 Aruleba & Sun 
2 Rofik 



 

 منابع

بانک  یمورد : مطالعهبانیبردار پشت نیماش هیبر پا یگروه دیبانک به کمک روش جد انیمشتر یاعتبار یرتبه بند(. 1422ابتیاع، مجید و همکاران. ) -

 .15-2(، 2)12، دوره محاسبات نرم، پاسارگاد

تحقیقات ، هابندی اعتباری مشتریان حقوقی بانکدر رتبهفازی  ـهای استدلال عصبی کاربرد سیستم(. 13۲۲رفیعی، فریماه. )اخباری، مهدیه؛ مخاطب -

 .1-21، صص. ۲2، شماره اقتصادی

طالعه اعتباری مشتریان حقیقی: م جیت در ارزیابی ریسکلاای شبکه عصبی، الگوریتم ژنتیک و همقایسه کارایی مدل(. 13۲2اسراری، مصطفی. ) -

 .، گرایش مالی، دانشگاه علوم اقتصادیMBAنامه کارشناسی ارشد، رشته پایان، موردی در بانک کشاورزی

: بانک یو احتمال نرم )مطالعه مورد ایپو یبیترک یبندطبقه کیبانک با تکن انیمشتر یاعتبار یبند(. رتبه13۲7). احمد انفر،یپو؛ پرستو ن،یبپاک -

 .دانشگاه خاتم سک،یر تیریو مد یمال یارشد، رشته مهندس یکارشناس نامهانیپاپاسارگاد(، 

 اعتباری ریسک اصلی عوامل بین علی روابط شناسایی و (. مدلسازی1423انگیزان، سهراب. )پور، مهرداد؛ اعظمی، سمیه؛ دلجیحونی -
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