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Abstract

An efficient method for simultaneous human body part segmentation and pose estimation is introduced. A conditional
random field with a fullyconnected graphical model is used. Possible node (image pixel) tamefsiseof the human

body parts and the bagtound. In the human body skeleton model, the spatial dependencies among body parts are encoded
in the definition of pairwise energy functions according to the conditional random fields. Proper pairwise edge potentials
between image pixels are defined adiog to the presence or absence of human body parts that are near to each other.
Various Gaussian kernels in position, color, and histogram of oriented gradients spaces are used for defining the pairwise
energy terms. Shifted Gaussian kernels are defietédeen each two body parts that are connected to each other according

to the human body skeleton model. As shifted Gaussian kernels impose a high computational cost to the inference, an
efficient inference process is proposed by a mean field approximmagtiod that uses high dimensional shifted Gaussian
filtering. The experimental results evaluated on the challenging KTH Football, Leeds Sports Pose, HumanEva; and Penn
Fudan datasets show that the proposed method increases-tlieepaccuracy measurerfhuman body part segmentation

and also improves the probability of correct parts metric of human body joint locations.

Keywords: Human body partsskeleton model mean field approximatignpose estimatignsegmentation shifted
Gaussian kernel

methods aim to find that configuration in a given image.
) The articulation in HB is often realized by a skeleton

1- Introduction model with 14 body joints as well as the corresponding

connections among thefi], [2], [3], [4], [5]. The main
Human body partsegmentation is the problem of challenges involved in HB part segmentation and pose
segnenting a given image touman bodyHB) parts and  estimation are the occluded body parts, the foreshortening
the background. The main difference between this processffect on the length of some body parts (caused by
and the general object segmentation is that the HB has aprojection from the 3D space to the 2D imadgnp), and
articulated structurdduman pose estimation éefined as  the ambiguity in defedte body parts (due to motion blur
the problem of localization dfuman body joints in the 2D or selfocclusion).
imageor 3D space. Human body part segmentation and |n this paper, a new and efficient method for simultaneous
pose estimation are challenging tasks in computer vision.HB part segmentation and pose estimation is introduced.
Their wide applications include surveillance, motion The block diagram of the proposed method is shown in

analysis,  humagomputer ~ interaction,  image Figure 1. The method is based oncanditional random
understanding, augmented reality, and action recognition fie|d (CRF) graphical model.

As HB has an articulated structure, pose estimation
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The graphical model is a fully connected graphofvn in 2- Related Work

Figure 2). The graphical modeor human skeletoin the

proposed dual pose and segmentation meihathown in The problem bHB part segmentation and pose estimation

Figure3. The label of each image pixel (graph node) is a can be approached simultaneouskhe best graphical

random variable of this CRF, taking values from the set model for solving this problem would have to take into

n B M , where labelg) B8 I are body part labels and  account the relations among all image pixélewever,

M is the background label (s€g&gure4). In this work, HB when considering image pixels as the nodes of a fully

joints are modeled in a graph with 14 nodes and theconnected graphical model, the computational cost of the

corresponding connections among graph nodes arenference step will be very higiraehenbuehét al [11]

determined according to the HB skeleton, as it is shown i showed that the inference in dense CRF can successfully

Figure 3. In the proposed method, the HB skeleton is not be performed by mean field approximation using efficient

restricted to tree; it can also have cycl@sly the unary  high dimensional Gaussian filtering operatiofs2]. The

and pairwise relations are considerén defining the method is specifically designed for the general

energy functio, and higher order relationg.§. ternary, segmentation problem without any constraint on

guadratic, etc.) are neglected. articulation of HB part.

The spatial dependency of HB joints in the skeleton The kernels are Gaussian functions on thetjposor color

model, the length of limbs, and the difference between thespace.No other image features, such histogram of

features of two joints are encodedthe pairwise terms of oriented gradient§HOG) [13] are usedOther researchers

the CRF energy functionThe main contributiors of this tried to use this efficient inference and filtering in pose

paper are summarized as folliog. estimation tasks. Vineeet al[14] used this efficient

1 The semantic human body part segmentation and posénference in the joint HB pose estimation, segmentation,
estimation problems are modeled, simultaneously, in aand depth estimation in a method callEseField
single graphical model. Then, afficient inference
method is proposed to minimize the energy function However, the energy function defined by them is not
defined by the model. specialized for HB and does not reflect the HB skeleton

1 The body length constraint is modeled in the proposedmodel. Kiefel et al[15] tried to extend theinference
fully connected graphical model by the shifted method introduced iff11l] to pose estimation problem.
Gaussian kernels considered in the definition of They introduced thdield of parts method to detect HB
pairwise enayy terms. joints in 2D imagesln their method, the local appearance

It is demonstrated that although the proposedand joint spatial configuration of HB are modeled.
graphical model is fully connected and Gaussian Recently, models based omeep convolutional neural
kernels are shifted, the message passing operation ifmetworks(DCNN) have been studied extensively in 2D
the inner part of the mean field inference can be human pose estiation[1], [2], [3], [16].
computed using the fast bilateral filtering approach. The convolutional pose machine§CPM) architecture
Thereforethe inference algorithm remains tractable. ~ Proposed by Weet al[16] is a sequential convolutional

1 Experimental results on the popular and challenging heural network that enforces intermediate supinist
pedestrian parsing benchmark Péfudan datas€b] the end of each stage to prevent vanishing gradients.
for semantic human segmentation, and also on theDeeperCu{l] is a multiperson pose estimation approach
HumarEva 1[7], Extended Leeds Sports P48 and that adapts the deep residual network for human body part
KTH Football 1[9] datasets show that the proposed detection and uses integer linear programming to jointly
method outperforms the method of Xi0] that is the ~ detect multiple persons and estimate their body part
stateof-the-art in HB segmentation in terms of per configurationsChuet al[2] incorporatel the DCNN with
pixel accuracy measure. It also achieves substantia® multkcontext attention mechanism into an éoend
improvement in finding the locations of corresponding framework for human pose estimatidrhey adapt stacked
joints according to theprobability of correct pose ~ hourglass networks to generate attention maps from

(PCP) andprobability of correctkey poing (PCK) features at multiple ressions with various semantics.
measues in comparison with I et al[2] that is Bulat et al[3] designed a DCNN cascaded architecture

stateof-the-art in 2D pose estimation. specifically for learning part relationships and spatial
The rest of this paper is organized as folloksSection2- context. The first part of their cascade outputs part
, related literature and previous research is reviewed. detection heat mapsand the second part performs
Section 3, the method ofKraehenbuehlet al.[11] is regression on theseeat mapsio estimate the 2D body

reviewed that is necessary for &aiping the proposed Pose.Kazemiet al[9] tried to learn the body shape in a
method.In Sectiond-, the proposed method is explained. discriminative approach usingrandom forest (RF)

Next, in Sectiorb-, experimental results are givefinally, ~ classifier to capturghe variations in appearances of HB
Sectionp- concludes the paper. parts in 2D imagesSemantic segmentation and human
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parsing based on shapased methods has been studied in Wanget al[19] proposed a joint solution that tackles the
[17]. They generate region proposals, rank them usingsemantic object and part segmentation, simultarmgolrs
shape and appearance features, and assemble the propostiiat method [19], the higher objeelevel context is
with simple geometric constraintd. Bayesian framework  provided to guide the part segmentation process. Also,
for jointly estimating aftulated body pose and pixievel more detded partlevel localization is utilized to refine
segmentation of each body part is proposgd &h the object segmentation process.

3 Image FCRF BodyField L Segmented Mean-Shift L= '
i & (Pre-processing) graphical model HB parts Post-processing nal rose

Figure 1: Schematic view giroposed method.

Input: Image blockOutpus: Segmented HB Parend Final Pose.
A deep decompositional networdODN) for parsing the RefineNet networkAlso, this method handteonly the
pedestrian images into semantic regions is proposed irpose estimation problem andedmot handle the body part
[20]. This method tries to directly map lelvel visual segmentation problem. PoseTrack is a larggcale
features to the label maps bbdy parts.Top-down pose benchmark for videdbased human pose estimation and
cues as well as dedparned features are used inaaa-or articulated trackind27]. It is a more suitable dataset for
graph (AOG) for semantic part assembliqd@0]. This multiple human racking task in video sequences rather
method tries to refine the semantic parts of objects bythan body part segmentation since it does not have any
using the pose cuefeeplLab frameworf21] augments  groundtruth information for human body segmented
fully convolutional network with dilated convolutions, regions.ltis worthmentioning that the proposed method is
atrous spatial pyramid pooling, and CR¥eeplLab obtains  different from theKraehenbuehet al's worl11], in that
stateof-the-art performance in general problem of in the proposed method, the CRF formulation is
semantic segmentationGuler et al [22] proposed a  specifically defined according to the HB configuration
surfaced basedframework for dems human pose  such that HB segments are naturally considered to appear
estimation and body part segmentatidh.is based on in a set of constrained positions relatisesich other.
finding dense correspondence between image and @&lso, the definitions of pairwise energy terms are different
surface of human body. Since there is ndam@escale from that work. Since the graphical model used in the
dataset containingcorrespondencebetween image and  proposed method is a fullyonnected graph constrained to
human body surfacethis methodhas some challenges  image pixels, it is siifar to the work of Kiefelet al.[15],
with general and natural imageé&n occlusion aware albeit that method does not produce the HB part
framework for human pose estimation is propose@&j}. segmentation andhey only report the PCP values on the
It is based on adversarigtaining of a Convolutional Leeds Sports Pog8] dataset.
Neural Network(CNN). They designed discriminators to
distinguish the real poses from the fake ones (such as . S ) ]
biologically implausible ones) to avoid fake estimated 3- Efficient Mean Field in Object Segmentation
poses.Penget al [24] used data augmentation method in o )
training phase of an adversarial learning framework. TheyKraehenbuehet al.[11] proposed an efficient inference in
proposed to optimize data augmentation and networkMean field approximation for general segmentation
training jointly to avoid overfitting for the task of human Problem. Their method is not designed for articulated
pose estimationyang et al[25] tried to learn 3D human OPjects such as human body and is only evaluated in

pose structure frora dataset with only 2D pose annotation PASCAL daaset for general object segmentation problem.
as the groundruth. Their method is based on an !N thisSection a brief description dfraehenbuehet al's

adversarial learning framework using muddurce  [11] method is reviewed that is needed for introducing the

discriminabrs todistinguish the predicted 3D poses from Proposed method in the nesiection. They defined a
the grounetruth one.In fact, they tried to enforce the pose conditional random field over a set of random variables
estimator to generate anthropometrically valid poses everf® ‘*?'"8 he -, wherey is the total number of D|X§|S in
with imagesfrom naturalscenesChenet al.[26] proposed ~ image’O Each variable has a set of possible labels

a method fomulti-person pose estimation in challenging " '8 M , wheren corresponds to the background and
scens that containoccludedor invisible keypointsand 1 M8 M are possible pixel labeling.

complex backgroursl They usedcascadechetworksof The conditional random field is characterized by the Gibbs
GlobaNet and RefinNet. Simple key points like eyes and energyfunction defined on this graph by

hands are localized witthe GlobalNet. Hard keypoints

such as occluded or invisible key poiate addressed with
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where'@iQange fromp to 0 .

The Gibbs energy function is a summation of pairwise and

unary termsThef @ n is the cost of assigning
label i to random variable® . The second term,
r ® nffw 1 , measures the cost of assigning
label 1| and naeto two neighboring pixelsQand Q
respectively.The pairwise term is the cost aksigning
two different labels to two arbitrary pixels, given by

r @ A A

©onm 0

x EADA "aiQ is a Gaussian kernel and is defined as

TQ ”, (1‘_’],‘ Q
A@Dp

oo ot g
C

3

in which vectorsQand™Qare feature vectors of pixel@

andn an arbitrary feature space, respectivély, is
the weight of the kernef is the index of the kernel, and
0 is the number of kernels. is matrix of variances
between "Qand™Qof & th Gaussian kernellThe energy
function defined in the CRF formulation is minimized
during the inference phas€éhe mean field approximation

1 is the weight of
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in which, * e is the label compatibility function
between two possiblabelsr) andrjador each pixel.

A simple label compatibility function is tHeotts modelin
which
Conm (6)

wherep 1)

PR N
N denotes the indicator function.
th Gaussian kernel) is the
total number of kernels, and

Q diel e j ()

0 ® 0

in which’@ "CHQ is a Gaussian kernel as is defined in
Equation(3). It is worth mentioning that EquatiofY) is
performed once for all pixels by using tRermutohedral
lattice filtering. Every channehe®f matrix0 is blurred by
Gaussian kernel 6 "CHQ as in Equatior(7) that are
applied on all image pixels. By substituting Equati¢®)s
(6), and (7) in Equation (4) the message passing is
performed as

A oo

6o i o o

©onm ] 0 HQO & nes8 (8

N

Since the graphical model is a fullpnnected graph, the
message passing stepthe bottleneck of the mean field
approximation.Its runtime is quadratic in the number of
pixels( .

is an iterative process that instead of computing the exact

distributiond, computes the approximatéda such that
minimizes the 0 0 -divergence O 0y among all

4- Proposed Method

distributions, wher® can be expressed as the product of The block diagram of the proposed method is illustrated in

independentmarginal0 @ B 0 & 8According to
the energy function defined iRquationp , the closed
form solution of the mean field approximation can be
written as

0w N
p . . PN .
5:& @B ® N U0 w 0 @
x EA®A 1) is the belief of pixeltabout having the

labelr) and is updated in iterative stejgs.is defined as
: B 0w R andis the normalization termlso,

r @ N is the initial belief about pixé{having the
labelr. The belief of all other pixels about pix€having

the part label) is defined as

0 & 1 (5)

Figure 1. The Image block is input to the method, the
FRCF block is a prprocessing step that computes the
initial pose that is needed in the next block. The details of
this preprocessing step are @gined in $ibsection@-1-.

The BodyField Graphical model is the proposed method
that is explained in detail in uBsction @-2-. The
Segmented HB parts are the output of the method. The
MeanShift block is a posprocessing step that is applied
to the distribution of the segmented body parts for
computing the final eshated pose. The Final Pose block
is the final estimated pose and output of the method.

4-1- Pre-processing: Computing thel nitial Pose
by a Fully ConnectedPairwise CRF

A fully connected pairwise CRF is proposed for
computing the initial pose that is needecthe proposed
dual pose and segmentation method. The graphical model
of human body according to this CRF is showrFigure
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2. The nodes of this graplmeahuman body joints thatallof ¢ h Ry B

them are connected to each other. o B 160 Aofy B 1o h g (13

The difference vector between the expected location of
joint nagrom the point of view of pixel'@Qthat has joint
labeln and pixel "@@ethat has joint labeleis

Yy o~ oo Ry b AN L (14
Also, the difference vector between the expected location
of jointn from the point of view of pixel'@@ethat has
jomt Iabelr]aand pixel ﬁchat has joint labej is

Yy o oMM .

19
The pairwise term as the cost of assigning lakel pixel
"fQand labeRato pixel "@eeis defined as

" . \ Lo . 1 16
Figure 2. Proposed fully connected model of human body. This I @R Nho 5 fee (16)
model is used in prprocessing stefo find the initialyestimated QN P. 3 > 8
pose. C

The inference in the proposed fully connected CRF is
Images are initially processed with the DeeperCut 2D partcomputed by the loopy belief propagation metHad].
detectof1] and the score map of body joints in the images Using this preprocessing step improves the estimated pose
are obtainedThe score mapy is an array of sizeé of the DeeperCut method. Tremmparisonbetween the
‘'O p wherew andOare the width and height of the estimated pose in this ppocessing step, (FCRF), and
image, respectively, arml us the number of body joints DeeperCut method is primed in experimental results
(14) plus a special class for the backgroufide unary Sectionp-. The initial pose obtained by the greocessing,
term of the energy function is computed by the first output (FCRF), is used in computation of the amount of needed
of body part detectofy as shift values in the proposed method in the r&edtion.

r dr N YohRoMms8 )

Another output of 2D part detector'¥ that is an array of
sizecw O pT1 po ¢ wherep T p dndicates the
number of permutations of length two of 14 distinct
variablesand 2 is for two dimensiawand

According to the outpuY of the partdetectof1]

Tofhol v ol A am (10
which implies that if a pixel in locatiori@Q has the joint
labeln, it |s expected that the joingsvill occur with an veani(D) (O ane
R
offset 1w " A W fr.om _|t Also  nMeeis an |nde_x Figure 3. Proposed graph for human skeleton model in proposed
betweenl andp  which indicates one of the possible dual pose and segmentation method

permutationsp T p aobelonging to jointsr and nag

according to [1]. Therefore, if joint™Qis in location 4-2- BodyField Graphical M odel Definition

o " oM | then the model expects that jofib be in

location According to Figure 3, human skeleton model is
¢ N o h o To"mM 70h 8 (1) considered to contain 14 joints and their connections are
set according to the HB configuratidfurthermore, as the
graph is not restricted to be a tree, the madel easily be
extended to arbitrary number of HB parts and there is no
hard constraint on the number of joints in the model.
. " Lo Figure 4 illustrates the mposed fullyconnected graphical
1o " ho " Yot Ream R (19 model. The nodes in the proposed graphical model are
from it. Therefore the expected location of joinrom the ~ image pixels, and pairwise terms are weights of any
point of view of pixel “@@ethat has joint laba}aés connection between two arbitrary pixeld. pixel Eis

In the same wayjif a pixel in location "@@&ehas the joint
label ngeacording to the outpudf the part detectft], it
expects that the joinf be in the offset
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shown to be connected to all other pixels with labels in of HB, there are three common categories of relationships
nMwh .Itis also true for all other pixels (due to among pixels.
visualization restrictions, other connections are not 1 Pixels that are close in the feature space and

shown). Also, it is important to note that there are no belong to the same HB part.

connections, and thus pairwise terms, between a pixel and q Pixels that are close in the feature space but do
itself. Since the pairwise terms between two pixels are not belong to the same HB part, however their
constrained to the label compatibility, for visualization corresponding parts are connected in the HB
purposes, image labels are separatdd to p uwchannels. skeleton model.

These 15 channels should be added to create a fully § Pixels that may or may not be close in the feature
connected graphical modeTherefore, thre ared O space and do not belong to the same HB part, but
nodes in the graph, in which andOare the width and their corresponding parts are not connected in the
height of the image, respectivelplso, 0 & 1) is the HB skeleton model.

probability of assigning labéj to a set of image pixels. Pixels belonging to the third type can move and eventually

Energy function should be defined such that a true appear close to each otherg.the wrist can appear near
configuraton of HB corresponds to the minimum value of the other parts of HBWhen defining the energy function
the energy function, otherwise, finding the minimum value and pairwie terms, all of these situations should be
of the energy function will not lead to a good considered and the suitable kernel and compatibility
configuration. Note that the sum of probability values of functions should be assigned to any two labEts. any
parts for each pixel is one. The label assigioeglach pixel  two arbitrary pixels, according to their labels, two different
is the HB part with the highest probability value among all pairwise terms are define®ne for resoling the first and

HB parts and the backgroun@ihe pairwise energy terms the third type and the other for resolving the second type.
are defined such that the pairwise terms have lower valuesn the proposed method the energy function is defined as
when the two pairegixels havecorrectedHB part labels. 0 SB—

In the gerral segmentation problem, it is assumed that r o ASB—

pixels that are close to each other (in the feature space) lie n
in the same segment. It can be met in general segmentation

problems, but it does not always hold in HB part r ® nho 0 G-
segmentation. ‘ . o
r ® nho n o (17)
Q(X = po) where'@Qange fromp to () . Variable—denotes the set of

parameters of HB. It is computed by the initial pose that is
estimated in the Wsection@-1-.
For the sake of conciseness, in the remainder of the paper,
‘Gand—are omitted in equationdf these two pixels are
close to each other in the feature space, the energy cost for
assigninglifferent labels to these two pixels is higkthen
QX =p2) minimizing the energy function during the inference
process, this configuration of labeling (two nearby pixels
with two different labels) will be avoided-herefore, in
the best configuration, neighboringixels approach
= pua) towards getting identical label3his is generally true in
articulated HB shapes and therefore these pairwise terms
are defined between any two arbitrary pixels by using a
simple Potts modelThe second type of pairwise energy

Some body parts should occur in jiefined distances to  terms is spcifically defined to encode HB joints’
each other in accordance to the existence of a connectio§onstraints in the proposed CRF formulation, given by
among related joints in the HB skeleton model. TheT o nf [ (18
inference process tries tanfl the minimum of the energy

function in the final solution, all nearby (generally, in the « iy 1 I . "CFO

feature space) pixels will have similar labe®sit, in pose
estimation problems, this is not always trlibe reason is
simply that there might be nearby asichilar pixels in the  herg is the weight of the shifted kernel function.
image of HB that do not belong to the same parimages The label compatibility function iy is defined as

QX =m)

Figure 4. Fully connected graph for human skeleton model.
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CoRm pPN'QLE E & QO QQ (19 [ @ n 0w i 0 ®
according to the existence of a connection between body (D)
partn a-nd .bmjy parthan the HB sk"elstor-\ moqel asitls L ERBA n is the belief of pixeltabout having the
shown inFigure3. The value ofl ; "(hQ is defined as labelr) and is updated in iterative steps.is defined as
® B 0 ® n andisthe normalization term.
I "HQ  exp ] @ n is the initial belief about pixelQ
P . oy . ] having the labef). 0 ¢ 1/ and0 ® 1 are the
C Q Q- h Q Q -5 20 belief of all other pixels about pix&having the part label
na
EkEEAE is the variance matrix between feature Thevalueob & 1 in Equation(21) is defined as
vector of jointr) andnaef @ th shifted Gaussian kernel. YV ® 1] (22)
— i is the mean expected difference vector between the . o
features"Q and "Q. When the features are simply the nm 1 v w N

positions of points, # value of- , is a difference vector
tﬂztplfeg?ggztjggfg?ptgﬁergg't?;%f that is estimated by?n whi_ch‘ . A is_the label cqmpatibili_ty functior_l and
Let us consider two arbitrary pixels which have two S defined in Equatior19),] is theweight of shifted
different labels and are connected according to their labels3aussian kernel, and
in the HB skeleton modelThe pairwise term that is
defined for these two pikg takes the minimum value ® 0 [ "HQO » N (23
when these pixels are placed at a predefined distance from
each otherBy this definition, the Gaus.sian.term is _shifted inwhichll . "CHQ is a shifted Gaussian kerni
by -y , such that the mean of Gaussian lies on pixels for , . o h .
which the difference between their featueesl the feature defined in Equatioit20).

It is worth mentioning that Equationg) and (23) are

of plxe_l -, . The pairwise energy is the_ weight O.f_ performed once for all pixels by using tRermutohedral
edges in the fully connected model between pixels and it IS|5ttice filtering.

constrained on labels of pixelghere will bep v P T Eyery channefisef matrix{ is blurred by Gaussian kernel
pairwise energy terms between any two pixels. There are 76" "GO as in Equatior(7) and by shifted Gaussian
some constraints on HB skeleton model according to the N _ _ _
skeleton graph.The goal of the proposed method is Kernel ofll . "(NQ as in Equation(23) that are appéd
enforcing all constraints presented in the HB skeletonon all image pixelsBy substituting Equationg5), (7),
model in the mean field approximatipnocessNote that, (22), and (23) in Equation(21) the message passing is
up to here, body part lengths and nearby joints that areperformed as

connected in the skeleton graph are successfully encoded | . p

in the energy function definition of the fully connected ¥ @ N & Age w N
conditional random field model that is defined on image
pixels.In defining the pawise energy terms between two C oM 1 0 "HEHOO &
arbitrary pixels @Y "06 "@érif@l is used that is a 3B .
vector'Q  oRUR ROMODAQ AQ M AQ ) where @ 0
and® are coordinates of pixéRi RO, the RGB véues
of the pixel, andQ is thed element of HOG feature ©onm 1 I, "HQO @
vector of the cell containing that pixéQ and "Qin N
Equation(20) are defined as above. n 8 (24)
- . . . . Since the graphical model is a fultpnnected graph, the
4-3- Efficient InferenceVia High Dimensional message passing step is the bottleneck of the mean field
GaussianFiltering approximation.ts runtime is quadratic in the number of

pixels0 . As another contributionf the proposed method,
shifted Gaussian kernels are used in the pairwise terms in
addition to the nomshifted Gaussian kernels, while
keeping the inference step computationally tractable.

According to the energy function defined in Equatid),
the closedorm solution of the mean field approximation
can be written as

0o 7 —exy
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4-4- Implementation Details of Shifted Gaussian like HOG feature space)n the proposed method, the
Kernels shifted Gaussian filtering is performed for several times,
which is time consuminglt is worth mentioning that to

Permutohedral ttice high dimensional Gaussian filtering,  further speedip the process, one can forcetalf to be

performs the filtering task in three stepg]: the same for alj andfjigeand therefore some steps need
I Splatting the points to the lattice space. only be performed once for updating the belief about each
I Performing the blurring process in lattice space. |abel, as done in Equatiof24). Note that for all shifted
I Slicing the lattice to fid the final values of Gaussian kernels that use the same feature space and
blurred points. covariance matrix, constructing and blurring the lattice in

Splatting is the initial phase of lattice construction in high the feature space is only performed or®@a.the contrary,
dimensional space according to the definition[¥2].  g,e o different values of ; , the lattice is sliced in
Since we want to blur the value ob @ Rae with different shifted positions

postion vectors that are shifted byy, , it implies that at

first the position vector shifts by ; before performing
the blurring task.But, in lattice space the operation of
shifting and then blurring is equivalent to blurring and then
slicing at the shifted positions. Substituting Equat{@0)

in Equation(23) will result in

5- Experimental Results

The proposed method is evaluated on (i) KTH Football |

dataset with 3900 training images and 2007 test images,

) R (i) Extended Leeds Sports Pose dataset with 11000

v ) ﬂp training and 1000 test images, and (iii) Sequences 1 and 2
onn P o o _ 5 " of the HumanEva | dataset for jogging, walking, and
Qan q Qo h t i Qo balance actionsSince the proposed method has the 2D

pose output in addition to the body part segtation

- i Lw n 8 ) output, it is also evaluated on those datasets that have 2D

(25) pose annotations. The obtained results are then compared

with that of the 2D pose estimation metholdsshould be

noted that as the KTH Football I, Extended Leeds Sports

Pose, and Human@ | datasets do not have any ground

truth data annotations for HB part segmentation, the results

can only be evaluated qualitativelifor evaluating the

proposed method in human body segmentation, the-Penn

Fudan dataset is used. It contains 170 test image the

groundtruth of the body part segmentatiddome typical

I . - results of the proposed HB part segmentation are siown

P U,8 L NS the prqbablllty o_fpart p for each Figure 5,Figure6, Figure7 andFigure8 in which thefirst

arbitrary « pixel of the image.lt is necessary thal cojymn (a) shows the original imagesSodyField

B.ow n p inwhich'® 0 andy is the set of  gegmentation result and estimated pose are shown in

all image pixels.Taking Equations(7) and (23) into  column (b) of these Figuresn column (c), the HB part

account, it is apparent that both equations are similar,segments of the BodyField method is visualized by similar

except that in thdormer, Gaussian weights are shifted. ¢olors as in thgroundtruth of PenAFudan dataset using

Baeket al[30] proved that to use shifted Gaussian kernels, the estimated pose of the BodyField methasl.it can be

it is sufficient to slice the lattice at shifted pOSitiOUS.ing seen fromFigure 5, Figure 6’ Figure 7, and Figure 8, the

the ImageStack library, théattice points are ordinary |ocations of joints have been estimated accurately, due to

EOSitiOh vectors without Sh|ft|ng and the values of the refined HB part Segmentation olbiedl by the proposed

U @ neeare blurred in the lattice space by using method. In KTH Football the PCP metric is used to

position vectors in Gaussian weightafterwards, the  evaluate the accuracy of pose estimation methods.

lattice should be sliced to find the final valuesioto According to the definition if31], a part is considered

feein the initial spaceln Equation(7), for all channels of  correctly localized if the average distance between its

matrix 0, these operations are performed once using onlyendpoints (joints) and the gragiruth data is less than

a single lattice.Permutohedral lattice filter reduces the times of the length of annotated endpoints in the greund

time complexity of Gaussian operationitce’Q , where truth data.

¢ is the number of points to be blurred afids the

dimension of the position space (despite the fact that its

three required steps of splatting, blurrirgnd slicing are

time consuming; specifically in high dimensional spaces

The permutohedral lattice filtef12] is implemented in the
ImageStack library[29], which is a toolbox for high
dimensional Gaussian filtering. It is used for performing
the high dimensional blurring in the inferencepstd the
proposed methodn implementation process, according to
Equation(25), 0 is a matrix of sizeco 'O 0, given
that the input image is of siz& ( , where, is the
total number of body parts and background labgls
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(b)

Figure 5. (a) Original image from KTH Football I dataset (b)
Pose and segmentation result of proposeethod. (c) Different
visualization of proposed method.

Figure 6. (a) Original image from Leeds Sports Pose dataset. (b)

Figure 8. (a) Original image from Penfrudan dataset. (b) Pose
and segmentation result of proposed method. (c) Different
visualization of the proposed method. (d) Grotnudh.

A XXX

Figure 9. (a) Original image from PenRudan dataset. (b)
Output of Bo et al[17] method. (c) Output of Xii0] method.
(d) Segmentation result of proposed method. (e) Grauuild.

Flgure 10. a) Orlglnal |mage from Penﬁudan dataset (b)
Output of Bo[17] et al. method. (c) Output of Xiat al. [10]
method. (d) Segmentation result of proposed method. (e)
Ground-truth.

Pose and segmentation result of proposed method. (c) Differenf-or the PemkFudan dataset there ia groundtruth

visualizationof proposed method.

(2) (b) (0

segmentation fobody part segmentation. Since the face
and hair are segmented in two different adssén this
dataset we used tbedatain training phase of the Body
Field method. In fact thé&raining phase is performed with
one more extra class for this dataset.lt shows the
generalizability of the proposed method to the datasets that
have more finebody partssegmented regions. We could
define extra classes for each of the fine segmeneigidrs

and compute the mean expected difference vector between
fine regionsand other classes to usetmining phase of

the BodyField method. Quantitative results of the
proposed method on the challenging KTH Football |
datasets are summarized Table 1. The preprocessing

Figure 7. (a) Original image from HumanEva | dataset. (b) Pose step, (FCRF), improves the results obtained by the
and segmentation result of proposed method. (c) Different DeeperCut method by up tp b. Also DeeperCut[1]

visualization of proposed method.

method is evaluatedn this dataset and it hasu hotal
PCP.DeeperCut is a powerful body part detectbruses
integer linear programming for estimating the pose from
the probability map.However, it sometimes fails to
estimate the correct pose of player because of high degree
of motion blur in images of KTH Football | datas&he
proposed BodyField method hasw FPCP and improves

the results of the original DeeperCut methogpby BAlso

the proposed BiyField method improves the results
obtained by Kazemet al[9] in terms of PCP measure by

up top T Rlue to its better and ieed HB part segments.

In the Extended Leeds Sports Pose dataset, the standard
probability of correctkey poins (PCK) evaluation metric
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is used[1], [2]. According to the definition in31], a
candidatekey pointis considered to be correct if it falls
within T & G o  pixels of the groundruth key
point, where'Qand0 are the height and width of the
bounding box of human respectively, dnaontrols the
relative threshold for considering correctneResults in
Table 2 is based on Persd@entric groundruth with
I 1&. In Table 2, comparisonresults of the proposed
method with the method of Chet al[2], Bulat et al]3],
Wei et al[16], and Insafutdinoet al[1] are presentedis
it can be seen fronTable 2, the original method of
Insafutdinovet al[1] hasw B PPCK. The preprocessing
step, FCRF, improves the PCK do@ b. The proposed
BodyField method hae @ Pefficiency in terms of PCK

ErshadiNasab, Kasaei, Sanaei, Noury & Haféalahi, BodyField: Structured Mean Field with Human Body Skeleton Model

Chu et al[2] by o® bin terms of PCK measure. For the
HumanEva dataset, the standard method for computing the
accuracy of pose estimation methods is the average 2D
error[7]. The proposed method is evaluated on sequences
1 and 2 in walking, jogging and balance actiohs.it can

be seen inTable 3, the 2D error between the estimated
pose and grounttuth location of joints is decreased by
using the proposed BodyField method.

The overall average 2D error of Sigatl al[7] isp &

pn "Qu while it decreases taw& p& 1 Qdin pre
processing step, FCRF, andc@® p1n "‘Qdthe proposed
BodyField methodsSince the official evaluation server of
the HumanEva datasdittp://humaneva.is.tue.mpg.dés
currently out of service, we used the validation set for

measure. It outperforms the original method of reporting the average values of 2D error.
Insafutdinovet al[l] by ¢® b, and also the method of
Tablel. PCP values for KTH Football dataset (Obseréntric| )
Method Torso | Upper Leg| Lowe Leg | Upper Arm | ForeArm | Head | Total
BodyField 100 98.6 98.7 98.9 98.8 100 99
FCRF(Preprocessing) 95 98 90 92 82 91 91
Kazemiet al. (RF)[9] 96 94 84 90 69 94 87
Kazemiet al(RF+PosePrior]9] | 98 97 88 93 71 96 89
DeeperCufl] 91 91 87 89 72 82 85
Belagiannist al [32] 98 92 80 88 57 86 84
Yang & Ramanaifi31] 98 89 73 86 55 84 80
Table2. PCK values for Extended Leeds Sports Pose dataset (P€earnic]  11®)
Method Head Shoulder| Elbow Wrist Hip Knee Ankle Total
BodyField 98.2 96.8 97.5 93.7 85.9 96.3 95.6 96.2
Chuet al [2] 98.1 93.7 89.3 86.9 93.4 94.0 92.5 92.6
FCRF (Preprocessiny | 90.9 90.8 92.2 92.9 90.7 91.9 90.8 91.8
Bulat et al [3] 97.2 92.1 88.1 85.2 92.2 91.4 88.7 90.7
Wei et al [16] 97.8 92.5 87.0 83.9 91.5 90.8 89.9 90.5
DeeperCufl] 97.4 92.7 87.5 84.4 91.5 89.9 87.2 90.1
Table3.Average 2D error for HumanEva | dataset
Sequence 1 Sequence 2 Overall
Method Walk Jog Balance Walk Jog Balance
BodyField 3.9 0.3 pix 29 0.6 22 14 2.8 1 pix 2.4 1.7pix 3.2 0.9pix 2.9 1pix
FCRF(Preprocessing) 4.1 0.4pix 5.6 0.8pix 5.4 1.6pix 3.9 1.2pix | 7.2 2.1pix 5.9 1.2pix 5.4 1.2pix
Sigal7] 10.1 0.9pix | 11.3 0.7pix | 11.3 2.3pix | 7.9 0.6pix | 12.4 2.3pix | 10.9 2.8pix | 10.7 1pix

Table 4. Comparison of our approach with other

statethe-art methods on

the Pefifudan benchmark dataset

in terms of pepixel accuracy (%). The Avgmeans the average without shoes class since it was not reported in other

methods.

Method hair face u-cloth arms [-cloth legs shoes Avg*
BodyField 63.4 61.7 79.8 58.4 82.3 65.0 47.2 65.4
AOG[10] 63.2 56.2 78.1 40.1 80.0 45.5 35.0 60.5
DDN [20] 43.2 57.1 77.5 27.4 75.3 523 | - 56.2
SBP[17] 44.9 60.8 74.8 26.2 71.2 420 | - 53.3
P&S[18] 40.0 42.8 75.2 24.7 73.0 466 | - 50.4
Wanget al[19] 48.7 49.1 70.2 33.9 69.6 29.9 36.1 50.2
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The proposed method is evaluated on the popular-Pennthat only use the appearance model cannot converge to a
Fudan benchmark6], which consists of pedestrians in proper pose estimationThat is because there are not
outdoor scenes with much posariations.Labels of the  enaigh evidences about the occluded and-setfuded
dataset include 7 body parts namely hair, face, upper parts availableThe proposed BodyField method uses the
clothes, lowerclothes, arms (arm skin), legs (leg skin), probability map of the DeeperCut method to define a
and shoes. proper energy function with shifted Gaussian kernels
Also, since the proposed method segments the humaretween connected body parBuring the inErence step,
body parts into 14 classes, we used the mapping praxess the evidence for occluded parts is refined by using the
convert the corresponding classes to those used in thénformation of other parts that are connected in the human
PennFudan datasetFor this conversion, the estimated body skeleton model. Although shifted Gaussian kernels
pose is used as auxiliary informatiomhe typical part  (in pairwise terms of the proposed energy function) add
segmentation results in these datasets are illustrated imuge computationacost to the inference process, the
Figure 8, Figure 9and Figure 10. This dataset does not problem is solved by proposing an efficient mean field
have the groundruth of joints and therefore the results in approximation algorithm that speeds up messzgsing
pose estimation cannot be compared in this dataset irsteps, despite the fact that kernels are shifted.

terms of PCP or PCK measures. But since for this dataseFor demonstrating the effectiveness of the proposed fully
the ground truth for segmentation is available in pixel by connected model in comparison with the stat¢he-art
pixel, the standard evaluation metric is used asppe pose estimation methods, the probability maps of the
accuracy[10]. In Figure 9and Figure 10 the comparison = DeeperCut method are used in the training phase and it is
between the proposed method and the method oéixad shown that results improve significantly in KTH Football
[10] and Boet al [17] are provided. For the method of Xia I, LSP, HumanEva | in comparisowith the original

et al [10] and Boet al [17] we used the source image DeeperCut method. Also it is shown that the BodyField
provided by the authorsAs shown in Table 4, the method has substantial improvement in HB segmentation
proposed method is compared with stat¢he-art in PenAaFudan dataset in per pixel segmentation measure.
methods, namely, AOG10], DDN[20], P&S[18], SBP The experimental results on the challenging KTH Football
[17], and Wanget al.[19] on the PentiFudan dataset. The |, ExtendedLeeds Sports Pose, HumanEva |, and Penn
proposed BodyField method outperforms the DI0] Fudan datasets show the superiority of the proposed
method by overw b and it hast& b improvement in method over other existing methods in terms of PCP, PCK
comparison with the stataf-the-art method of Xiaet and per pixel segmentation accuracy.

al.[10] (AOG method).The improvement in the proposed

method is due to the fact that estimated pose and
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